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Abstract

Deep learning for image processing in optical super-resolution microscopy

Charles Nicklas Christensen

Optical microscopy is fundamentally governed by a trade-off between image quality,
imaging speed and duration. The quality can be considered a function of the signal-to-noise
ratio, contrast and image resolution, which are all limited by the amount of light that can be
acquired within a set exposure time. Many applications in live-cell imaging have specific
requirements for illumination power and exposure time, thus necessitating a compromise
with quality. In recent years, this fundamental limitation in optical microscopy has been
shifted with the aid of deep learning methods. In this thesis, I propose methods that improve
robustness to noise in image processing while making greater use of the available signal in the
data. Applications include denoising for improved electron tomography when using cryogenic
electron microscopy; image segmentation facilitating quantitative analysis of dynamics in
endoplasmic reticulum (ERnet); and versatile reconstruction of super-resolved images from raw
data acquired with structured illumination microscopy (ML-SIM). The deep learning methods
that are presented are compared to classical image processing alternatives and tested on real
experimental data acquired by collaborators in different departments of the university.

The overall finding of the thesis is that deep learning techniques offer a highly effective
approach to many problems in bioimaging. With ERnet, it is possible to obtain a segmentation
method that is reliable, fast and functional across different experiments without the need for
retraining guided by further manual annotations. As for ML-SIM, I show that the reconstruc-
tion of structured illumination microscopy data can be treated as the inverse problem of a
forward modelling process. This relies on an approximative image formation model that takes
uncertainties and noise into account. By training a deep neural network to invert the forward
modelled SIM data, a highly generalised reconstruction model can be obtained, which can
handle SIM data from multiple microscopes while providing a high reconstruction quality.

The thesis is concluded with a reflective section on where the field is headed and which
future applications may be enabled by the advancement of deep learning techniques.
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Chapter 1

Introduction

In this first chapter, I will present an overview of the thesis’ subject matter and underline its
significance and motivation. Furthermore, a brief description of the thesis’ outline is provided
to help guide the reader.

1.1 Motivation

Optical fluorescence microscopy is fundamentally limited by the number of photons that
can be received from fluorophores. There is a trade-off at play between temporal resolution,
image quality (in terms of spatial resolution and signal-to-noise ratio), and achievable imaging
duration. For live-cell imaging, which is one of the unique use cases of optical microscopy, a
minimum imaging speed is often necessary to capture a certain biological process. This sets a
requirement on the exposure time having to be sufficiently short, thus also reducing the number
of photons received if everything else stays constant. To compensate for this, one might use
higher excitation power to increase the fluorescent intensity, but this will come at the expense of
shortening the duration for which useful data can be acquired of the sample. A higher imaging
speed and excitation power will also increase the rate of photobleaching, which causes the
fluorescence intensity to weaken over time such that the signal-to-noise ratio decreases. In
addition to this, the effect of photo-damage and phototoxicity is also increased, which may
alter the physiological behaviour of the sample or even distort the structure of the sample.

Machine learning (ML) has emerged as a new field for optical microscopy, which enables
many new use cases from automation, high throughput analysis to image restoration. This thesis
explores whether the traditional boundaries of imaging can be pushed further by leveraging
the versatility and robustness to noise that ML methods enable. The relationship between the
aforementioned imaging conditions and the interface explored in this work is illustrated on
Figure 1.1. These trade-offs are described in more detail in [183].
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Figure 1.1: Trade-off between imaging speed, image quality and image duration, which is characteristic
of optical microscopy.

Applications of low-light imaging capability. The regime depicted in the centre of Figure 1.1
is of particular interest because many applications in bioimaging can benefit directly from
the capability of high-quality, fast imaging with a limited photon budget. One use case is the
imaging of highly dynamic systems. An example is the imaging of the endoplasmic reticulum
to investigate the peristaltic flow of luminal proteins, which has been achieved via structured
illumination microscopy (SIM) at a 40 Hz frame rate [78]. Another example is [141], in which
the beating heart of a zebrafish is imaged at 100 Hz using light-sheet fluorescence microscopy
(LSFM). On the other extreme is long-term imaging, where illumination must be kept minimal
to reduce photodamage. Long-term imaging is important for studying developmental biology.
LSFM has previously been used to investigate organ morphogenesis in drosophila over a period
of 20 hours [175]. Finally, it may also be that a three-dimensional dataset of a living sample
is desired. Even if the sample system may not be very dynamic, volumetric imaging may
well require a fast acquisition rate, since several planes have to be captured to construct a
volume of the sample (a z-stack). Fast volumetric imaging has for instance enabled a detailed
study of mitosis, the separation of chromosomes into two new nuclei, by resolving the detailed
three-dimensional structure of two chromosomes as they split at 1 volume per second with each
volume consisting of 200 planes [163].

These current use cases can be addressed with SIM and LSFM. However, to push the
boundaries of spatio-temporal resolution further, new techniques are required. Currently, it is
not possible to image dynamic systems using super-resolution SIM at high quality and a rate of
hundreds of frames per second, or to image a developing organism for days instead of hours,
or acquire tens of volumetric images per second of moving three-dimensional structures with
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LSFM. In this thesis, I propose methods for super-resolution reconstruction, image denoising
and segmentation that perform well under the challenging conditions of low signal-to-noise
ratio and high speed.

1.2 Research questions

This thesis overall deals with methods development. In addition to the pursuit of new and
improved methods, I also quantitatively investigate the performance limits of existing and
proposed methods and consider multiple biological applications. The focus of the thesis is
summarised in the following questions:

• How much can the exposure times potentially be reduced for wide-field and SIM imaging
if denoising methods are employed?

• Which advantages do ML enable for typical quantitative analysis workflows in bioimag-
ing?

• How can the generalisability and versatility offered by deep learning benefit image
processing tasks such as image segmentation and super-resolution reconstruction for
SIM?

• Which training strategies are most fitting for computer vision models in the context of
bioimaging?

1.3 Aims and objectives

This PhD project is inspired by the challenges and limitations currently plaguing the field
of optical fluorescence microscopy, particularly in live-cell imaging applications. As image
quality, temporal resolution, and achievable imaging duration are in constant trade-off, this
research primarily aims to innovate and introduce robust machine learning methods that can
effectively manage very low signal-to-noise ratios, thereby facilitating low-light imaging.

A central objective of this work is the design, implementation, and training of models
that are not only well-performing in a low-light imaging context, but also versatile in their
applications.

This research targets the exploration of diverse domains within microscopy image analysis,
namely denoising, super-resolution, segmentation, and reconstruction, capitalising on the power
of deep learning.
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One of the concrete goals has been the creation of a versatile segmentation model designed
to facilitate quantitative analysis of the endoplasmic reticulum under a wide array of imaging
conditions. An additional aspiration lies in leveraging artificial neural networks for the task of
reconstructing SIM images.

Summarily, this project is not confined to the traditional limitations of microscopy im-
age analysis. Instead, it aims to explore novel approaches and robust solutions, ultimately
contributing to significant advancements in the field image processing and image analysis in
microscopy.

1.4 Outline

The thesis is structured into separate areas of applications of deep learning within scientific
imaging that have been studied during the PhD project. The primary scientific contributions
are in fluorescence imaging, but the scope is extended to other areas in the case of image
restoration, Chapter 3, i.e.: (a) benchmarking for denoising performance assessment using
the PatchCamelyon dataset based on histology images, (b) denoising for scanning electron
microscopy, and (c) processing of astronomy images for quantitative photometry.



Chapter 2

Background

In this chapter I will cover the theoretical basics of the topics that are essential to the thesis.
These topics first and foremost include:

• The physics of optical microscopy

The diffraction limit and fluorescence emission

• Super-resolution imaging

Structured illumination microscopy

• Machine learning and deep learning

Supervised, self-supervised and transfer learning

Convolutional neural networks

Attention mechanism and transformer network

Classification and regression loss functions

2.1 Optical microscopy

The purpose of this section is to introduce some concepts that are essential to imaging theory
and will be referred to throughout the thesis in the context of microscopy. The goal of imaging
theory is to analyse the mapping process of light travelling through a system onto a 2D plane
called the image plane. In a simple imaging application we can consider light travelling from a
two-dimensional plane, the object plane, until it is mapped onto the image plane. Structured
illumination microscopy is such an application, and to understand its utility the origins of
diffraction-limited resolution in fluorescence microscopy will briefly be described.
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Diffraction of light is a fundamental phenomenon that occurs when light propagates through
an aperture of finite size such as in a pinhole camera or a slit. The first study of the effects of
diffraction dates back to Francesco Maria Grimaldi in 1660, who coined the term diffraction
based on a Latin word meaning ”to break into pieces” [20]. The phenomenon is qualitatively
described by the Huygens-Fresnel principle, which states that the wavefront of a propagating
wave can be considered a collection of point sources of spherical wavelets [51]. The analytical
understanding of the phenomenon can be found in Maxwell’s equations [140] from which
Ernst Abbe derived his influential theory of image formation [138]. An important result in
his pioneering paper from 1873 is that due to diffraction the resolution of a microscope is
fundamentally limited by the relationship

d =
λ

2nsinα
, (2.1)

where d is the minimum distance between two point sources that can be resolved, λ is the
wavelength of the illumination, and nsinα = NA is the numerical aperture of the microscope’s
objective lens that depends on the refractive index and incidence angle. It follows from Abbe’s
limit that oblique or off-axis illumination leads to enhanced optical resolution as well as
increasing the refractive index of the medium between the object and the objective.

Following Abbe’s proposal of the resolution limit, other criteria were suggested towards
the concept of the two-point resolution. Examples are the Rayleigh criterion, Sparrow criterion,
criteria based on Fourier theory and the Nyquist theorem [135].

2.1.1 Fourier optics

In general terms, light can be represented as a field E(r, t) that moves in time, t, and space,
r = (x,y,z). The field E(r, t) is related to its Fourier transformed representation Ẽ(k,ν) through
the Fourier transform and the inverse Fourier transform

E(r, t) =
∫∫∫∫

Ẽ(k,ν)ei2π(k·r−νt) dkx dky dkz dν ≡ iFT (Ẽ(k,ν)), (2.2)

Ẽ(k,ν) =
∫∫∫∫

E(r, t)e−i2π(k·r−νt) dxdydzdt ≡ FT (E(r, t)), (2.3)

where the Fourier conjugate variable of the position vector, k = (kx,ky,kz), is the wavevector
that is related to the angular wavevector by κ = 2πk.

With Fourier theory, the concept of resolution can be treated in a more intuitive way. The
point spread function (PSF) is defined as the response function of an imaging system to a point
source. It can be thought of as the blurring kernel that represents the effects of diffraction.
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Figure 2.1: Incoherent imaging functions for light passing through a circular aperture.

Physically, the reason for the blurring is due to the loss of information when light travels through
an aperture in an imaging system. Light from a fluorescent point source is a spherical wave,
but due to the finite size of the aperture only the light that travel with an angle corresponding to
the location and size of the aperture will be accepted – the rest of the light is discarded. In the
example of the aperture being circular, the field produced at the image plane, say H, whose
intensity corresponds to the PSF, sometimes referred to as the amplitude PSF as opposed to the
intensity PSF [98], is proportional to the cylindrical Bessel function of order 1 [140], which
is visualised on Figure 2.1. The PSF is the squared magnitude of the field H, and H is also
related to the so-called coherent transfer function through the Fourier transform as defined
in Equation (2.2). The coherent transfer function is a scaled version of the piecewise pupil
function that represents the circular aperture as shown on Figure 2.1 and it effectively truncates
the information transferred through the aperture. This brings us to the important quantity called
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the optical transfer function (OTF), which is the Fourier transform of the PSF

OTF(k) = PSF(r). (2.4)

The OTF is also the autocorrelation of the coherent transfer function, and it provides a
convenient way to consider resolution because information is only obtained for regions in
which the OTF is non-zero up to a cut-off frequency that is consistent with the Abbe resolution
limit. The area of frequencies that is supported by the OTF is referred to as the passband of
the microscope. However, the frequency support is not uniform as the truncation posed by
the pupil function results in a gradual decrease towards the edges of the OTF as is clear from
the example of the circular aperture, Figure 2.1. If we assume that the noise in the system is
relatively uniform, then it follows that information corresponding to higher spatial frequencies
will have progressively lower signal-to-noise ratio (SNR) and a worsening contrast. This points
to the relevance of denoising and robustness to noise for super-resolution imaging, which is
discussed in more detail in Chapter 3, Chapter 4 and Chapter 5.

2.2 Super-resolution optical microscopy

Optical super-resolution microscopy techniques have emerged over the last three decades and
have now become an essential part of the toolbox for biomedical imaging. Optical super-
resolution goes beyond image upsampling, which in the computer vision literature also is
referred to as super-resolution, see Section 2.4.3. To avoid confusing the two, a distinction will
be made between optical and image super-resolution.

The primary techniques in super-resolution optical microscopy are single molecule locali-
sation microscopy (SMLM) [75, 144], stimulated emission depletion microscopy (STED) [9]
and structured illumination microscopy [187, 72, 59].

The field of super-resolution optical microscopy was recognised by the Nobel Prize in
2014 given to the inventors of SMLM and STED [75, 144, 9]. Both STED and SMLM can
achieve very high resolution, resolving structures smaller than 50 nm, but being fundamentally
very different to SIM they lack both the speed and photon efficiency that allow application to
live-cell imaging of dynamic samples. However, they have other important merits that I will
briefly describe in the following.

2.2.1 Stimulated emission depletion microscopy

STED microscopy relies on the principle that fluorophores can be selectively deactivated,
thus reducing the size of the point spread function of the system. The way this works is by
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illuminating the sample with a secondary ring-shaped beam, sometimes colloquially referred to
as a doughnut-shape, that quenches fluorescence everywhere except at the very focal centre
where the depletion beam intensity is zero. The focal centre is instead illuminated with a
standard excitation beam that could also be used for confocal fluorescence microscopy [140].
The depletion beam causes stimulated emission to occur from the area around the focal centre,
which means the fluorescence signal that instead originates from spontaneous emission in the
focal centre is significantly sharpened. For this imaging scheme to image an entire sample, the
acquisition must be done by scanning the sample similarly to confocal microscopy imaging.
With STED being a laser-scanning technique, the imaging speed is much slower than for
wide-field imaging techniques such as SIM.

The resolving power of STED is in theory unrestricted because the achieved resolution, as
given by a modified version of Abbe’s limit [135], is inversely proportional to

√
1+ ISTED/Isat,

in which ISTED is the maximum intensity of the superimposed STED beam and Isat is the
saturation intensity that represents the required intensity to switch off a fraction of 1/e, or one
half in some publications [74], of the molecules in the depletion zone. The proportionality
factor means that the resolution can be increased simply by increasing the STED power, and
the ratio of ISTED/Isat can be several orders of magnitude in practice [140]. This mechanism for
achieving super-resolution with STED leads to high laser intensities that often result in damage
to biological structures and require special strategies to avoid photobleaching and phototoxicity
[200].

As a diffraction-unlimited technique, STED has been used to image cellular structures
down to 20 nm [56]. Extensions of STED to multi-colour imaging exist with the most versatile
implementations relying on super-continuum lasers for the excitation beam and a second fiber
laser for the STED beam [200]. An example of such an implementation is demonstrated
in [217], where four-colour live-cell imaging is achieved, albeit with 15 second acquisition
time per frame and a small field-of-view. Faster implementations achieving video-rate STED
imaging have also been demonstrated [211] at 28 frames per second, but again with a small
field-of-view and in this case a low dynamic range with reduced bit depth.

2.2.2 Single molecule localisation

The continued development of photoactivatable molecules has made an avenue of super-
resolution methods possible that do not require structured illumination or laser scanning. The
underlying principle for this family of methods is to configure the fluorescence from the sample
such that only a small subset of the fluorophores emit for every image acquired, thus allowing a
final image to be reconstructed from the sequential measurement of these individual fluorescent
molecules. Due to the scarcity of the fluorescence in every image, it is improbable for two
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fluorophores in proximity to emit at the same time, which means that a detected fluorescent
spot uniquely corresponds to the location of a single point source. The resolution limit as
described in Equation (2.1) describes the minimum distance, d, where two emitters can be
distinguished. However, with the knowledge that a detected spot originates from a single
emitter, the point spread function of the imaging system can be taken into account, and the
fluorescent spot can be deconvolved to provide a sub-diffraction limit estimate of the location.
Assuming that the detection is free from noise from electronic noise and only affected by
shot-noise, the localisation precision is given by [140] dloc = d/

√
N, where N is the number of

fluorescence photons detected from the emitting molecule. This relationship means that SMLM
is diffraction-unlimited with a resolution that can be improved by acquiring more data. As a
result, SMLM offers the highest resolution among the super-resolution techniques with many
studies reporting lateral resolutions of 10 to 30 nm [95]. Using the method MINFLUX [61] a
lateral resolution of 1-3 nm can even be achieved.

Several methods have been proposed for SMLM including photoactivated localisation
microscopy (PALM) [9], stochastic optical reconstruction microscopy (STORM) [178], direct
STORM (dSTORM) [71], DNA-based point accumulation for imaging in nanoscale topography
(DNA-PAINT) [184] and the aforementioned MINFLUX. The methods overall differ in how
the fluorescent photoswitching is implemented, the labelling process of the target protein with
a fluorescent dye and the means of determining the localisation of the detected fluorescent
spots. For all methods, acquired images are comprised of thousands of stacked frames that
are collected sequentially. The reconstruction of a final image, or a 2D or 3D point cloud, is
typically done using a Gaussian fit [95], while deep learning has also been proposed as an
approach to reconstruction with e.g. Deep-STORM [150].

2.2.3 Structured illumination microscopy

SIM enables optical super-resolution by encoding structural details corresponding to high
spatial frequencies of the sample into signals in the lower frequency domain. By unmixing
the low-frequency data, information can then be recovered that would otherwise be lost with
conventional wide-field imaging. The diffraction limit is described by the optical transfer
function (OTF), which represents the transmittable bandwidth of spatial frequency through
an imaging system. It is by shifting high spatial frequencies into the accessible passband that
super-resolution by SIM is obtained. The OTF is the Fourier transform of the point spread
function (PSF), which is the blur kernel in direct space. Conventional wide-field SIM uses
sinusoidal illumination patterns formed by the interference of two beams [59], which leads
to lateral resolution doubling. To similarly improve the axial resolution, three beams can be
used as studied in [60, 131]. The 3D extension of SIM is not explored in this thesis and only
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2D-SIM implementations will be considered. The sinusoidal pattern formed by the interfering
beams in the conventional SIM implementation appears as stripes in the recorded image.
This type of illumination pattern will be referred to as fringe illumination in this thesis. The
illumination patterns have an orientation and a phase shift, which are commonly varied over
three values to ensure symmetric frequency support, thus leading to a stack of nine frames with
different patterns. In mathematical terms, SIM reconstruction solves the inverse problem of
this excitation and blurring operation, thereby determining the fluorescent signal that represents
the sample.

Figure 2.2: The Moiré pattern formed by superposition of two high frequency fringe patterns. The
resulting interference pattern has lower spatial frequency depending on whether the superimposed
patterns are parallel (a) or non-parallel (b).

The sinusoidal illumination pattern is typically generated by letting two beams interfere
causing the Moiré pattern as shown in Figure 2.2. The resulting interference pattern used for
illumination consists of fringes with variable spatial frequency k0 and phase φ ,

Iθ ,φ (x,y) = I0

[
1− m

2
cos(2π(kxx+ kyy)+φ)

]
, (2.5)

where kx, ky = k0 cosθ , k0 sinθ for a pattern orientation θ relative the horizontal axis, φ defines
the phase of the pattern (i.e. the lateral shift in the direction of k0) and m is the modulation
depth, which defines the relative strength of the super-resolution information contained in the
raw images. The fluorescent response of the sample can then be modelled by the multiplication
of the sample structure, S(x,y), i.e. input image, at time t and the illumination pattern intensity
Iθ ,φ (x,y). The final image, Dθ ,φ (x,y), is formed after blurring by the PSF, H(x,y), and addition
of white Gaussian noise, N(x,y). The use of H(x,y) for the PSF in this context does not refer
to the amplitude PSF but the intensity PSF, which differs from Section 2.1.1 and Figure 2.1.
Mathematically, we can state the image formation model as

Dθ ,φ (x,y) =
[
S(x,y)Iθ ,φ

]
⊗H(x,y)+N(x,y), (2.6)
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Figure 2.3: Geometric depiction of the frequency mixing principle that underlies SIM. (a) The frequency
support, i.e. passband of the imaging system as given by the OTF, in a standard wide-field microscope.
(b) The frequency support associated with the illumination with a sinusoidal pattern with a particular
orientation, θ1 = 0, corresponding to vertical fringes. (c,d,e,f) The frequency content of a sample
illuminated by the fringe pattern is a linear combination of the information in three circular regions.
This means that the previously lost information is now mixed into the passband of the OTF, and it can be
computationally recovered with enough data. Figure credit: [103].

where ⊗ is the convolution operation. Although relatively standard, the SIM formalism
followed from here on is that of [103]. By using the convolution theorem the final image in
frequency space can be written

D̃θ ,φ (k) =
[
Ĩθ ,φ (k)⊗ S̃(k)

]
· H̃(k)+ Ñ(k)

=
Io

2

[
S̃(k)− m

2
S̃(k−pθ )e

−iφ

−m
2

S̃(k+pθ )e
iφ
]
· H̃(k)+ Ñ(k), (2.7)

where H̃(k) is the OTF. In Section 2.2.3 the Fourier transform of Equation (B.2) has been
used, which is a sum of Dirac delta functions. Since this sum of Dirac delta functions is
convolved with the sample distribution, S̃(k), the frequency content of the S̃(k) is sifted out
as the positions corresponding to the delta functions due to the sifting property [17]. The
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Fourier transform of the final image, D̃θ ,φ (k), is then seen to be a linear combination of this
frequency content within three circular regions of the sample S̃(k); one region centred at the
origin, and two regions centred at −pθ in reciprocal space – see Figure 2.3 for an illustration.
This is repeated for three different illumination phases, φ , providing the SIM images Dθ ,φ1(r),
Dθ ,φ2(r) and Dθ ,φ3(r) of the sample. The phases used are generally φ1 = 0◦, φ2 = 120◦ and
φ3 = 240◦. From Section 2.2.3, we then have the following system of equations D̃θ ,φ1(k)

D̃θ ,φ2(k)
D̃θ ,φ3(k)

=
Io

2
M

 S̃(k)H̃(k)
S̃(k−pθ )H̃(k)
S̃(k+pθ )H̃(k)

+
 Ñθ ,φ1(k)

Ñθ ,φ2(k)
Ñθ ,φ3(k)



where M =

 1 −m
2 e−iφ1 −m

2 e+iφ1

1 −m
2 e−iφ2 −m

2 e+iφ2

1 −m
2 e−iφ3 −m

2 e+iφ3

 (2.8)

The factor of Io/2 in Section 2.2.3 and Equation (2.8) is simply a scaling factor affecting
the final image, which can be neglected as the recorded absolute values tend to be of no interest.
By isolating the vector of the sifted sample distribution and factoring in the noise, we have the
equation

noisy
estimate

of

 S̃(k)H̃(k)
S̃(k−pθ )H̃(k)
S̃(k+pθ )H̃(k)

= M−1

 D̃θ ,φ1(k)
D̃θ ,φ2(k)
D̃θ ,φ3(k)

 (2.9)

The noisy approximations of S̃(k), S̃(k−pθ ) and S̃(k+pθ ) can then be processed with
a Wiener filter to increase the accuracy of the estimates. Finally, the centres of frequency
components S̃(k−pθ ) and S̃(k+pθ ) can be shifted to their correct locations, +pθ and −pθ

respectively, in frequency space. As a result, the unmixing of the frequency content is achieved,
and the information that was inaccessible prior to the mixing can be recovered. The procedure
can be repeated for a set of angular orientations θ of the illuminating fringe pattern in order
to support the entire area of surrounding the OTF passband. As mentioned above, three
orientations is the conventional choice, and it is adequate to provide frequency support for a
circular region close to double the radius of the initial passband, which enables a doubling of
resolution following reconstruction compared to the case of using the same optical system for
regular wide-field imaging. The reconstruction process of these nine acquired SIM images is
studied in Chapter 5.
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2.2.4 Alternative approaches to structured illumination microscopy

The conventional implementation of SIM follows that outlined in Section 2.2.3, which is based
on [59], but several other SIM techniques have been proposed and studied in the literature.
This includes multi-spot SIM [206], speckle SIM [145, 3] and non-linear SIM [73]. Multi-
spot and speckle SIM require many more frames per super-resolved reconstruction relative to
linear SIM with fringe illumination, which is probably one of the main reasons they have not
gained as much popularity in the field. Nevertheless, they present some unique advantages and
speckle SIM is described and studied further in Section 5.2. Non-linear SIM generally rely on
non-linearities in the fluorophores, such as pushing the fluorophores to their saturation limit,
where maximum emission is reached [73], or use photo-switchable dyes to ensure that only
fluorophores activated by an excitation pattern responds to subsequent sample illumination
[169]. These non-linear modalities enable higher spatial resolution than classical SIM, but are
less widely applicable due to the fluorophore requirements and will not be further considered
in this thesis.

2.3 Machine learning and deep learning

Historically, in the scientific literature, machine learning has referred to statistical methods that
rely on fitting procedures [11, 82].

Generally, the parameters of a mathematical model are fitted to data by minimisation of
an objective function describing the discrepancy between data and prediction from the model.
The discrepancy can be calculated as a set of differences, called residuals. A common choice
for the objective function is a sum of squared residuals, hence the name least squares for this
approach in the literature. An important early solution to the least squares problem is Ordinary
Least Squares method, which assumes that the data follows a linear polynomial model that
provides a closed form analytical solution [66].

Other similar methods include ridge regression and Least Angle Regression (LARS) [66].
Other similar methods to standard linear regression include Ridge regression and Least Angle
Regression (LARS) [66]. Ridge regression is particularly known for its regularisation property,
helping to prevent overfitting by shrinking the coefficients of the model. Similarly, LARS is a
method for variable selection and regularisation. Although linear regression-based methods
in their simplest forms might struggle to capture non-linear relationships directly, they can be
extended or adapted to handle non-linearity. For instance, polynomial regression, a form of
linear regression, can be used to approximate non-linear functions, although the complexity
and risk of overfitting may increase with the degree of the polynomial. Other types of models
have been proposed to capture more complex behaviour. Examples of such models are logistic
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regression [34], support vector machines [13, 32], random forests [19] and artificial neural
networks [137, 174].

Beyond model construction, the field of machine learning has also developed into different
overall categories. These can largely be split into: supervised, unsupervised, self-supervised
and reinforcement learning as depicted on Figure 2.4. Supervised learning is the most prevalent
and impactful approach as of today, in which a labelled training dataset is available to learn
from with pairwise corresponding inputs and outputs. Unsupervised learning deals with
problems for which there is only an input signal with nothing to map it to, which can either
be due to difficulty in obtaining ground truth data or simply that the problem does not have
a concrete output variable. However, the underlying structure and patterns in the data may
contain valuable insight, and this can for instance be explored with clustering methods such
as K-means clustering. Self-supervised learning is a machine learning approach where the
training data is automatically labelled, typically using part of the data input itself. The machine
learning algorithm is given a task, often to predict or reconstruct part of the input, which can be
treated as a form of supervision. Because of this, it is not necessary to provide explicit labels
for the training data, hence the term self-supervised. An example of this is an autoencoder
[77, 76, 53], in which the input is mapped to itself, but because of dimensionality reduction in
the network architecture, an optimal encoding, i.e. compression, format of the data must be
learned to enable a faithful decoding. As such, self-supervised learning shares the advantage
of both supervised and unsupervised learning. In a similar vein, there is also semi-supervised
learning [154, 25], which is comparable to supervised learning in its objective, but where the
training dataset only has a small amount of labelled data and a large amount of unlabelled
data. This calls for the use of some unsupervised techniques to extract anything useful from the
unlabelled subset. Finally, there is reinforcement learning which is comparable to unsupervised
learning in the way that it deals with optimisation without any labelled data to learn from.
Instead, in reinforcement learning, the optimisation is based on a well-defined reward function,
i.e. a performance metric, in the presence of a set of rules or world mechanics. An example
is to optimally play a video game with the score defining the reward [143], or for a robot to
learn to walk with the reward representing the amount of seconds it has kept its balance [62].
Reinforcement learning has proven an interesting direction in the field and may pave the way
for artificial general intelligence [112], but has yet to truly find its place in the bioimaging
community.

Given the relevance to this thesis, I will cover the topic of neural networks in more detail.
The methods of this thesis primarily fall in the category of supervised learning with a few
exceptions surrounding self-supervised and unsupervised learning. The other mentioned areas
while important for perspective and historical reasons will not be covered further.
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Figure 2.4: Overall categories in the machine learning field. The mentioned examples focus on
bioimaging applications.

2.3.1 Artificial neural networks

Artificial neural networks are a family of computational models that are inspired by the animal
brain with many smaller units working in parallel [176]. Weights between units encode long-
term information and updating the weights is the process in which the neural network learns
new information.

A common architecture for most neural networks is the feed-forward network, characterised
by a sequence of layers, each performing specific operations. When these operations consist of
a weighted sum of inputs, the model is referred to as a multi-layer perceptron (MLP). MLPs
can have a single layer – a design of historical importance and often colloquially referred to as
vanilla neural networks [66], albeit not effective for complex tasks.
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In an MLP, each unit in a layer, called a node or neuron, is connected to other nodes via
edges or connections. Each of these connections is associated with a coefficient or weight.
The architecture of the network is formed by the nodes and their weighted connections. The
weighted sum at each node is then transformed by a non-linear activation function. This
non-linearity introduced by the activation function is crucial, enabling the network to model
complex, non-linear relationships in the data, beyond the capability of linear models.

At the ends of the network are special layers termed as the input and output layers. These
layers serve to translate the data to and from a latent or feature space – the domain where most
of the computation occurs. Nodes and layers situated within this latent space, not directly
interacting with the input or output data, are called hidden nodes and hidden layers, respectively.

For an MLP, the total input, x(n)j , to a hidden node j in layer n is a weighted sum of the

outputs, y(n−1)
i , from the previous layer that are connected to j. This can be expressed as:

x(n)j = ∑
i

y(n−1)iw(n) j, i, (2.10)

where w(n)
j,i are the weights associated with the connections from node i in layer (n−1) to

node j in layer n. Each hidden node then generates a real-valued output, y(n)j , using a non-linear
activation function, such as the sigmoid function:

y(n)j =
1

1+ e−x(n)j

. (2.11)

In this way, the MLP is able to successively transform the input data, layer by layer, through
the latent space, ultimately producing the output. See Figure 2.5 for a graphical representation
of an MLP.

For the network to do anything useful, the weights have to be learned. In other words,
these weights are trainable, and they are adjusted towards their optimal values in a numerical
optimisation method that updates their values after every evaluation of an input during the
process called model training. The updating scheme can be as simple as gradient descent,
which is a first-order method that adjusts the weights by taking a step in the opposite direction
of the gradient of the error with respect to the weights. This direction can be considered the
steepest descent in the landscape of error. However, while the conceptual simplicity of gradient
descent is appealing, it is not necessarily very robust. One key drawback is its propensity to
become stuck in local minima. The more sophisticated variant Stochastic Gradient Descent
(SGD) [171, 14] addresses this and is a popular optimisation method for model training. SGD
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Figure 2.5: A multi-layer perceptron. The input layer is connected to the first hidden layer, which is
connected to the second hidden layer, which is connected to the output layer. The connections between
the layers have weights w.

introduces an element of randomness in the descent, picking a subset of the dataset to compute
the gradient. This not only allows for more efficient computations, especially with large
datasets, but also helps prevent the algorithm from settling into local minima. The size of
the step taken, i.e. step size, is referred to as learning rate in the machine learning literature.
Despite the significant improvements brought by SGD, the optimal learning rate remains a
challenge. Addressing this, the Adaptive Moment Estimation (ADAM) method [97] has been
proposed. By dynamically adjusting the learning rate for each weight based on the estimates of
the first and second moments of the gradients, ADAM provides an efficient and more robust
alternative for deep learning model optimisation.

For any of the aforementioned optimisation methods, a calculation of the gradients is
necessary. Gradients are determined with an algorithm called backpropagation, which uses the
chain rule on an error value, or loss, calculated as the deviation between the network’s output
and a desired target.

Backpropagation

Determining the gradients of weights with respect to the loss is essential to optimising the
weights. The standard algorithm for doing so is backpropagation, which is a numerical method
that repeatedly uses the chain rule. The method was first derived in [210] and was later
popularised in the context of neural networks by Rumelhart et al. [176]. Backpropagation is
now an essential part of automatic differentiation systems built into deep learning frameworks
like Pytorch and Tensorflow. I will cover the method in the following as it gives a better
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understanding of neural networks. Let E be the loss function defined as a sum of squared errors
computed by comparing the output from the network’s final layer N, the output layer, and the
desired output d

E =
1
2 ∑

s
∑

j

(
y(N)

j,s −d j,s

)2
, (2.12)

where s is an index over training samples, i.e. input-output pairs, j is an index over the output
layer nodes and y is as defined in Equation (2.11). To find the gradients of the weights based
on Equation (2.12), we consider the forward pass of a single training sample. By finding the
weight gradients of the final layer’s output nodes first, the backward pass is meant to propagate
these derivatives back from the final layer to the first one. As such, the first step is to compute
the partial derivatives in the final layer ∂E/∂y for each of the output nodes. Note that for
simplicity, we will drop the sample index s and consider the derivation from the perspective of
a single sample, say, s′. That is, the loss function in the following can be considered as E|s=s′

and now differentiating Equation (2.11) for the sample, s = s′, yields

∂E

∂y(N)
j

= y(N)
j −d j. (2.13)

Applying the chain rule, we can compute ∂E/∂x(N)
j

∂E

∂x(N)
j

=
∂E

∂y(N)
j

∂y(N)
j

∂x(N)
j

(2.14)

Assuming the activation function that produces y j is the sigmoid function of Equation (2.11),
we can evaluate ∂y j/∂x j and substitute

∂E

∂x(N)
j

=
∂E

∂y(N)
j

· y(N)
j

(
1− y(N)

j

)
. (2.15)

This equation makes it possible to determine how a change in the total input x(N)
j will affect the

error by substituting in Equation (2.13). The total input is itself a simple linear combination
of the outputs from the previous layer according to Equation (2.10), which makes it easy to
”backpropagate” the gradients. The gradient of the weights can also be found by using the chain
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rule

∂E

∂w(N)
j,i

=
∂E

∂x(N)
j

·
∂x(N)

j

∂w(N)
j,i

(2.16)

=
∂E

∂x(N)
j

· y(N)
i . (2.17)

The gradient of a hidden node in the penultimate layer, y(N−1)
j , is found by considering all its

connections to nodes in the output layer via the linear combinations x(N)
j

∂E

∂y(N−1)
i

= ∑
j

∂E

∂x(N)
j

∂x(N)
j

∂y(N−1)
i

(2.18)

= ∑
j

∂E

∂x(N)
j

·w(N)
i, j , (2.19)

where the partial derivative of Equation (2.10) has been substituted. By further substituting
Equation (2.13) and Equation (2.15) the gradient of a node in a previous layer can now be
fully determined by the values in the subsequent layer, which makes it possible to complete the
backward pass by reiterating the formula.

With a complete backward pass, the weights in a layer n can be updated with the gradient
descent

∆w(n) =−λ
∂E

∂w(n)
. (2.20)

Convolutional neural networks

A key advancement in the field of image recognition was the development of Convolutional
Neural Networks (CNNs) [104]. Originating from feed-forward neural networks, CNNs are
uniquely designed to preserve spatial information, making them especially suited to tasks
involving grid-like data structures, such as images.

Unlike the architecture of a traditional multi-layer perceptron, where each neuron connects
to every neuron in the preceding layer, CNNs apply filters that convolve with patches of
neighbouring pixels. This method enables the network to capture local dependencies within
the data and leverage these patterns across the entire input space. The number of filters, often
described as the depth of the layer, is predetermined and not learned from the data, with typical
depths being a power of 2 (32, 64, 128, etc.) due to hardware optimization benefits.
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A significant enhancement in the design of CNN architectures came with the introduction
of skip connections. These are links between non-sequential layers that allow the network
to carry gradients through multiple layers without substantial degradation, overcoming the
vanishing gradient problem, a major obstacle in training deep networks. This architectural
feature forms the basis of Residual Neural Networks (ResNets) [70], contributing to their
superior performance in various applications.

The seminal work by Krizhevsky, Sutskever, and Hinton, in which they proposed AlexNet, a
deep CNN, played a pivotal role in bringing CNNs to the forefront of machine learning research
[101]. This model with its eight layers outperformed other architectures at the 2012 ImageNet
Large Scale Visual Recognition Challenge. AlexNet’s success sparked a wave of research and
development in deep CNNs, highlighting their powerful capacity for image recognition and
other machine learning tasks.

In recent years, CNNs have become a cornerstone of machine learning, with applications
extending beyond visual data to include domains such as natural language processing. This
is attributed to the networks’ ability to learn hierarchical representations from complex data,
opening the door for many applications.

However, despite their successes, CNNs are inherently limited in their ability to capture
long-range dependencies, particularly in sequential data like text, or non-local image features.
This limitation has led to the rise of a new class of models known as Transformers.

Transformers

A transformer is a deep learning model that uses the concept of self-attention to weigh the
significance of each part of the input data. The mechanism of self-attention was first proposed
for natural language processing in [198] and has later been adopted for vision tasks in the
vision transformer [42].

Intuitively, transformers can be thought of as the generalisation of neural networks where
connections are not fixed but can be adapted via the self-attention mechanism. This implies
that transformers can essentially generalise to a fully connected neural network should it be
required for the task, but generally will find more efficient ways of connectivity similar to a
CNN for vision tasks.

Self-attention is based on the attention mechanism which mimics cognitive attention.
Attention is computed using a Query-Key-Value (QKV) model. For each part of the input,
e.g. each word in a sentence or each patch in an image, three vectors are created: a Query
vector, a Key vector and a Value vector. The vectors are formed by using three respective
projection matrices on the input each of which consists of coefficients obtained through training.
The attention score is then given by the dot product of the Query and Key vectors, and the
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result is scaled by the Value vector [115]. For self-attention, the attention calculation follows
the same approach but using Q = K = V [198]. The vision transformer is a neural network
architecture that uses the self-attention mechanism on images. More details on the application
of the self-attention mechanism to SIM reconstruction is provided in 5.3.

2.4 Computer vision

Computer vision is a scientific field with the purpose of developing models for extracting useful
information from images and videos to gain a high-level understanding of visual content. The
inspiration for such models comes in large part from the human visual system, and indeed it
is also a goal in the field to gain an understanding of how humans process visual information
[191]. A common motivation for the study of computer vision is the automation of tasks that
humans are able to perform, which holds especially true for tasks such as image classification,
object detection and video tracking. In many cases however, computer vision offers unique
solutions that can solve problems in a way that surpasses human capability.

This section seeks to define terms and concepts from the computer vision literature that are
used throughout the thesis.

2.4.1 Image analysis with deep learning

Deep learning methods have become state-of-the-art in virtually all low-level computer vision
tasks. In the context of microscopy the range of applications include:

• Restoration and enhancement. – improving degraded images by e.g. denoising
(removing noise), super-resolution (increasing resolution), inpainting (filling out blanks),
artefact removal and deblurring (making images less blurry) [225, 224, 108, 40, 109,
208].

• Segmentation – partitioning an image into respective parts each corresponding to a
different type of object [173, 156, 31].

• Reconstruction – taking raw microscopy data and combining it into meaningful or
super-resolution images. In the literature there are several cases of deep learning-based
reconstruction methods for stochastic optical reconstruction microscopy (STORM) [150,
157, 16] as well as Fourier ptychography [90, 223]

• Sample classification – determining what is seen in the image, i.e. which classes from a
set of possibilities are present in the image [69, 100].
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2.4.2 Image restoration

Image restoration encompasses multiple low-level computer vision tasks which share the
objective of improving image data by accounting for various means of degradation. Commonly,
in particular in popular culture, the term ”image enhancement” is used to refer to the same thing
as restoration, but a distinction is often made because enhancement tends to have a connotation
of subjective or perceived image quality, which can involve subjective adjustments e.g. colour
balance or introduction of convincingly looking artificial features. Restoration on the other
hand focuses on the accuracy of the recovered image data.

2.4.3 Image super-resolution

The task of image super-resolution (SR) in the computer vision literature, as opposed to that of
microscopy, refers to the problem of upsampling an image. A common distinction is between
single image and multi image SR, which typically requires different approaches depending on
the importance of frame-to-frame correlations in the data.

The problem of SR is an ill-posed because uniqueness in the solution cannot be guaranteed.
When the task is addressed with a supervised machine learning model, the input-target pairs
imply a 1:1 mapping between inputs and targets. However, in reality the mapping is multiple-
valued. A low-resolution image can be explained by many high-resolution images because
information on the exact positions and orientations of image features is lost in the low-resolution
representation. The loss function used to train a neural network to learn the SR mapping function
determines how the multitude of explanations are sampled. When using a mean squared error
loss function, the trained network outputs an average of all plausible explanations, which results
in spatial blurriness for the prediction [105].

2.4.4 Deconvolution

Deconvolution is a type of image restoration, where the objective is to inverse the effect of a
convolution operation. In optics and microscopy, the operation that generally is aimed to be
inverted is the diffraction caused by convolution with the point spread function (PSF). Decon-
volution may also attempt to account for various distortions and aberrations by considering
an effective point spread function of an imaging system. For instance, the Hubble Space
Telescope had severe spherical aberrations in its first three years of operation resulting from
flawed mirrors prior to its first servicing mission, and deconvolution methods were used to
make the acquired images useful despite the design flaw [213]. In this thesis, a distinction
is made between deconvolution and super-resolution reconstruction, although there is clear
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overlap in their restorative purposes. Deconvolution deals more with correcting distortions
and deblurring by using sharpening filters, whereas a super-resolution method is a restoration
task more focused at utilising priors or multiple realisations of the same image to recover
information that is otherwise lost.

2.4.5 Denoising

To formalise the problem of denoising, let us first consider a basic image formation model for a
system with noise. The generation of an image, D, can be written as D = S+N, where S is the
underlying signal and N is the added noise. A usual assumption in microscopy [102] is that
images are drawn from a joint distribution

Pr(S∩N) = Pr(S)Pr(N|S), (2.21)

where Pr(N|S) is the conditional probability of N given S, i.e. the noise that enters the final
image depends on the signal corresponding to e.g. bright and dim regions having different
noise statistics.

The probability distribution for the signal, Pr(S), is an arbitrary distribution that is assumed
to satisfy

Pr(si|s j) ̸= p(si), (2.22)

for two pixels si and s j of S that are local to each other. This means that the pixels of S are not
statistically independent, from which it follows that a denoising method may utilise spatially
correlated information to recover signal from noise. This stands in contrast to the noise that is
assumed to have a conditional probability distribution given by

Pr(N|S) = ∏
i

Pr(ni|si). (2.23)

From this it follows that given a signal S with pixels si, the pixels of the noise ni are
conditionally independent.

Depending on the noise sources in the system, the noise may have a zero-mean distribution

E [ni] = 0, (2.24)

and therefore the pixels, di, of the final image D = S+N have the expectation value

E [di] = si. (2.25)
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This means that averaged over time the final image is identical to the signal. Hence, images
acquired with longer exposure times will be cleaner, i.e. higher SNR, if we ignore the effects
of photobleaching, sample motion etc.

Noise sources in microscopy. In microscopy, the primary sources of noise are additive
Gaussian noise and Poisson noise. The Gaussian noise, which is generally zero-mean and
not signal-dependent, predominantly arises from the electronics of the imaging system, such
as the image sensor [108]. In contrast, Poisson noise is signal-dependent, stemming from
the inherent quantum nature of light [93]. Its absolute impact grows with the strength of the
signal, which makes it challenging to mitigate. However, the relative effect of Poisson noise,
or noise-to-signal ratio, decreases as the signal increases. This characteristic of Poisson noise
facilitates one of the simplest ways to diminish noise: increasing the exposure time. Longer
exposure times allow for the integration over a larger number of photons, thereby averaging out
the random fluctuations and reducing the relative impact of Poisson noise.

In situations where multiple independent images of a static sample are available, a pixel
averaging scheme can effectively counter both types of noise. Because Gaussian noise is
zero-mean, its contributions can cancel out when averaged across images. For Poisson noise,
the random fluctuations diminish relative to the signal through this averaging process. For
single image scenarios, a smoothing filter can be employed to reduce noise. This filter works by
averaging pixels in close proximity, under the assumption that the true signal varies smoothly,
while the noise does not.

However, as we will see in Section 3.4, even in the absence of clean references to learn
from, machine learning approaches can provide superior solutions to this problem, transcending
the capabilities of these simpler denoising methods.

2.4.6 Segmentation

Image segmentation is the problem of partitioning an image into segments, or regions, that
share certain characteristics. The process of segmenting an image can also be considered a
classification task, in which each pixel is assigned a label. The goal of segmentation is to
transform images into a semantic representation that can be used for quantitative analysis
such as locating objects or boundaries, counting certain entities or performing morphological
measurements.

The output of a segmentation method is referred to as a segmentation map, which comprises
the different segments that collectively cover the entire image. A segment typically represents
a type of object or an instance of an object. The meaning of an object naturally depends on the
context, but in a bioimaging context it could be cell nuclei or aggregates of a certain biomarker.
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More generally, a segment can be any set of pixels that share particular attributes like intensity,
colour, shape or texture.

Instance-based segmentation, as opposed to semantic segmentation, is the more advanced
problem of distinguishing multiple occurrences of the same type of object by assigning them
different sub-labels. As an example, a segment could represent a certain type of cell but would
also have an index allowing it to be isolated during subsequent analysis from other occurrences
of the same type of cell. In this thesis, I will only consider semantic segmentation.

Many segmentation methods exist ranging from simple thresholding based methods, as
described below, to machine learning methods, e.g. the ImageJ plugin WEKA that uses
simple models like random forests [123], and to more complex solutions relying on deep
neural networks. With a push from scientific areas for which segmentation is essential, the
performance of state-of-the-art methods has improved rapidly over the last decade, particularly
owing to advances in biomedical science, e.g. [173], and autonomous driving, e.g. [4].

Thresholding. For gray-scale images that display high contrast between the classes for which
segmentation is desired, e.g. bright shapes on a dark background, an intensity-based threshold
value can be introduced to segment the classes apart. This is the simplest method of image
segmentation and is called the thresholding method. The value chosen as the threshold needs
careful selection, which can lead to the necessity of fine-tuning on a frame-by-frame basis.
Various methods for automatic selection of the threshold value have been proposed, such as
Otsu’s method [155] which considers the intensity histogram of the image to determine a
threshold value that maximises the variance between pixels that belong to different classes, i.e.
the inter-class variance.

The thresholding method is prone to corruption from noise because it does not discriminate
between individual pixels and groups of pixels. Thus, if the noise floor has a large variance,
pixels in the tail of the noise distribution are likely to get assigned the incorrect class. As
such, the thresholding method is generally only useful if the data has a high SNR, which is the
case when it is used in Section 4.2. Although the thresholding method could be used with a
denoising method, an image segmentation method that considers shape and morphology is a
better choice for low SNR data.

Similarity to blob detection. Blob detection is a segmentation task that aims to detect regions
of an image with similar brightness or colour. An example is the detection of bright spots on a
dark background, such as the diffraction-limited blobs that are produced by single emitters in
SMLM.
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Blobs can be detected by thresholding the magnitude of second-order derivatives of pixel
intensity values across an image. Second-order derivatives are calculated with the Laplacian
operator. To increase robustness to noise, a Gaussian smoothing filter, g, is generally applied
first, leading to a combined operator called the Laplacian of the Gaussian (LoG) [133, 116].
The LoG can be useful for representing features at different scales by adjusting the smoothing
parameter, a concept referred to as scale-space representation. One such scale-space representa-
tion is a Gaussian scale pyramid. The LoG can be computed by using a convolution operation
and the convolution theorem

∇
2( f ∗g) = f ∗∇

2g, (2.26)

meaning that the LoG of the image can be obtained via a single convolution with a pre-computed
kernel, ∇2g. This operation can also be useful for generating scale-space representations.

An alternative, more computationally efficient method is the Difference of Gaussians (DoG),
where the Laplacian of the smoothed image is approximated by convolving the image with two
Gaussian kernels of different standard deviations and then calculating the difference between
them. The DoG operation is computationally cheaper than LoG as it is separable, i.e. the
operation can be decomposed into two one-dimensional convolutions, and is often preferred for
constructing Gaussian scale pyramids, cf. the SIFT algorithm [124].

A widely available implementation for blob detection utilizing both LoG and DoG operators
is included in the Python library scikit-image and is used in several sections of this thesis.

2.4.7 Image quality assessment

The two most common metrics to quantify the likeness between an image and a reference image
are peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) [205]. When the
reference image is the ground truth, i.e. an ideal representation of the image without obvious
degradations, these relative quantities provide a measure of the quality of the given image.

The PSNR is on a decibel scale and ranges from 0 to infinity. It is defined as

PSNR(x,y) = 10log10

(
1

MSE

)
, MSE =

1
N

N−1

∑
i=0

[x(i)− y(i)] , (2.27)

for two images x and y each consisting of N pixels that are assumed to be represented by
floating point numbers ranging from 0 to 1.
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NIQE: 15.764 NIQE: 14.156 NIQE: 15.505 NIQE: 7.456 NIQE: 14.448 NIQE: 13.659

Figure 2.6: NIQE scores compared across three examples of inferior image quality ranging from
pixelation and colour noise (left), blurring by convolution with a kernel (centre) and wide-field projection
of a SIM stack (right).

SSIM takes on values from 0 to 1 and is defined as

SSIM(x,y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x +µ2

y + c1)(σ2
x +σ2

y + c2)
, (2.28)

where x and y are two images of equal size, parameters µx|y are the means of the images,
parameters σx|y are the variances of the images and σxy is the covariance of the two images.
The constants c1 and c2 are included to stabilise the division with weak denominator – by
default they are set to small values.

To assess image quality in an absolute respect, also known as blind image quality assessment,
the Natural Image Quality Evaluator (NIQE) score [142] has been proposed. A similar no-
reference metric is proposed by [129]. In [204] a combination of the two measures is used to
define a perceptual quality index, which when optimised for in an image reconstruction method
can lead to distorted but more realistic looking output. This is described further in Section 3.2.
Other ways to define a perceptual quality index is explored in [12].

The most widely used no-reference metric is NIQE, applied at various points in this thesis.
It’s worth noting that in NIQE, a lower score signifies superior image quality. An example
of NIQE scores on three pairs of images is illustrated in Figure 2.6. Alternatively, the NanoJ-
SQUIRREL (Super-resolution QUantitative Image Rating and Reporting of Error Locations)
method [35] can be utilised for image quality assessment in bioimaging. This method calculates
an error map, emphasising areas of poor agreement between a super-resolution image and its
diffraction-limited equivalent. Generally, SQUIRREL is not sensitive to artificial sharpening, a
typical artefact associated with certain super-resolution techniques, because the super-resolution
image is converted into its diffraction-limited equivalent, which is then compared to the original
image.
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Image Restoration

In this section we consider the problem of recovering information in degraded images. In
the literature denoising is considered one of several tasks within image restoration, and it is
particularly important for image processing in optical microscopy because the limited photon
budgets tend to give rise to a high degree of degradation from multiple noise sources. Two
predominant noise sources are Gaussian noise and Poisson noise. Gaussian noise stems from
the electronic read-out noise from the imaging equipment, whereas Poisson noise derives from
the discrete quantum mechanical nature of photon emission from fluorophores.

First an account of existing work in the field of denoising is given and a look at applications
in optical microscopy. After this we consider the performance of supervised denoising methods
on a partially synthesised image set to quantify to which extent the signal-to-noise ratio can be
improved using deep learning. This is quantified in terms of exposure time assuming everything
else is kept constant, thus asking the question of how much exposure times can be reduced
while still retaining the same level of image quality.

After this, we turn to unsupervised, semi-supervised and self-supervised denoising methods.
Demonstrations of the application of these methods include evaluations on sample images
received from respective collaborators working in optical microscopy, cryogenic electron
microscopy and astronomy.

3.1 Literature review

As described in 2.4.2, the area of image restoration covers different low-level computer vision
problems including denoising and super-resolution (SR). Each section will go more in depth
with the respective literature that applies to topic of the section. Therefore, in this section I will
rather lay out some fundamental advancements and directions in the restoration field that has
benefited both disciplines.
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Early work focused on local methods, in which a pixel’s value is determined as a function
of neighbouring pixels. For super-resolution such methods would be considered interpolation
schemes [94], whereas for denoising the classical approach is filtering methods and smoothing
kernels [117].

The natural improvement over local methods is to consider image data elsewhere in the
image to gain better insight into the noise distribution or characteristics of the displayed objects’
shape and texture. Popular methods include non-local means [23] and derivatives for SR
[166]. Wavelet theory is an alternative approach to utilise information beyond the immediate
neighbourhood of a pixel by making use of the discrete wavelet transform [158]. Additional
information can also be extracted from spatially or temporally correlated images of an object.
This has given rise to video super-resolution (VSR) [91], multi-image super-resolution [111]
and multi-frame denoising techniques [226].

A great advancement in the field has followed from the advent of machine learning tech-
niques especially using supervised training strategies. Fully-connected multi-layer perceptron
networks have been shown to be able to match the performance of classical methods [164],
while convolutional neural networks consisting of only a few layers were able to claim state-of-
the-art performance several years ago [40].

The depth of neural networks has been steadily increasing while their performance for
restoration tasks have increased. Residual neural networks [70] enabled very deep CNN
architectures and methods employing these architectures were able to significantly surpass the
previous arts [96, 114, 105].

Most recently, transformer networks have started overtaking previous state-of-the-art CNN
methods. Vision transformers are able to encompass non-local information beyond the receptive
fields of deep CNNs. This is possible because transformers do not rely on kernels of a specific
size, but rather use the attention mechanism as described in 2.3.1 to consider global information
during training. This has enabled methods such as SwinIR [113] to claim state-of-the-art for
super-resolution and denoising.

In recent years there has also been an increasing focus on methods that are not fully
supervised, such as Noise2noise [108], described later in this chapter, and [128].

In the bioimaging literature, some early influential works include deconvolution methods
[49, 39] and non-local denoisers [37, 15]. Machine learning has also seen a rapid adoption
with methods such as content-aware restoration (CARE) [207] for denoising and single image
super-resolution [202].



3.2 Image super-resolution 31

3.2 Image super-resolution

A large body of research exists in the field of single image super-resolution. Traditional
computational approaches are primarily based on interpolation schemes such as bilinear,
bicubic or Lanczos [43] interpolation. Bicubic interpolation is often used as an efficient
approximation of Lanczos resampling, for instance when resizing images in popular software
programs ranging from Microsoft Word and Adobe Photoshop to ImageJ. Bicubic upscaling
can thus be considered the de facto standard in image rescaling, and it will be used as a baseline
in the following.

In recent years the literature of SR has split into two directions: one dealing with achieving
the best possible reconstruction errors and another focused on producing the most perceptually
pleasing and convincing (referred to as having low perceptual loss) output to a human observer.
The reason those two directions are not reconcilable is that the reconstruction errors typically
defined by the mean squared error tend to give optimal solutions that do not contain high
frequency content but rather appear somewhat blurred or washed out when compared to an
original. For the recovered image to contain high frequency features it is necessary to artificially
generate features that are not at all in the low-resolution input. This is in general achieved using
Generative Adversarial Networks (GANs) [54] with an approach pioneered in [105]. The state-
of-the-art methods include SRGAN [105], SRFeat [160], ESRGAN [204] and EnhanceNet
[179] – all of which are based on a GAN. The state-of-the-art methods for achieving the best

Figure 3.1: Trade-off between reconstruction error and perceptual loss for state-of-the-art methods [12].
Note that models from publications in 2018 are not included.
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reconstruction error include SRResNet [105], EDSR [114] and the recent EPSR [197] and
RCAN [227].

The trade-off between reconstruction error and perceptual loss of various state-of-the-art
methods is summarised in Figure 3.1. A comparison of two current state-of-the-art CNN models
in the respective camps, RCAN and ESRGAN, are shown on Figure 3.2. The texture clearly
looks more realistic and of higher fidelity in the output of the ESRGAN, while the performance
score – peak signal-to-noise ratio (PSNR) in units of dB (introduced formally in Section 3.3) –
is higher for RCAN. This is because several of those strands of hair in the ESRGAN are simply
made up, which should be evident when comparing closely to the high-resolution (HR) ground
truth image.

If the purpose of a super-resolved image is to be used for analysis in quantitative research,
then it does not seem appropriate to distort the image data, i.e. generate high frequency features,
to make it look more realistic, because in the end the user likely prefers to be confident about
what the image shows rather than having an artificially realistic image. Therefore, this PhD
project has so far focused on methods that obtain minimal reconstruction errors; the methods in
the red ellipsis of Figure 3.1.

Figure 3.2: Example output of ESRGAN, which uses a Generative Adversarial Network (GAN)
architecture to distort the input image to approximate the high-frequency textures. Image credit [204].

3.2.1 Datasets

Models have been tested with different popular benchmarking datasets such as ImageNet [177],
DIV2K (DIVerse 2K resolution high quality images) [2] and BSD (Berkeley Segmentation
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Figure 3.3: The PatchCamelyon (PCam) benchmarking dataset available on GitHub [199].

Dataset) [134]. But in the interest of training and evaluating models on relevant data, microscopy
image data acquired from members of the host group (using structured illumination microscopy
and light sheet fluorescence microscopy) has also been considered and will be discussed in
Section 3.3. However, due to the necessity of a very large quantity of diverse training samples
when training deep models, the data from the host group is not currently enough. To ensure that
trained models generalise better, a large bio-image dataset called PatchCamelyon (PCam) [199]
is used for the moment. PCam consists of bright-field microscopy images of lymph nodes from
histology. A random sample of images from the dataset can be seen on Figure 3.3.

3.2.2 Single image super-resolution

Four different models of the ones previously mentioned have mainly been tested: SRResNet,
SRGAN, EDSR and RCAN. The method RCAN is a recently proposed model that is found to
have very good reconstruction performance but also is quite computationally demanding. Each
of the four models are trained on 32000 images from the PCam dataset for at least 30 epochs
(training iterations of the entire dataset) using ADAM [97] as an optimiser with a learning rate
of 1e-5. The trained models are then evaluated on 50 independent test images also from PCam.
The average performance scores measured by the two metrics PSNR and structural similarity
index (SSIM) [205], both formally introduced in Section 3.3, can be seen in Table 3.1.

PCam bicubic SRResNet SRGAN EDSR RCAN HR
PSNR 17.38 18.59 18.60 18.76 19.43 ∞

SSIM 0.433 0.616 0.614 0.610 0.657 1

Table 3.1: Comparison of different methods for 16x image upscaling and the original high-resolution,
HR, on the benchmark dataset PCam. The methods are bicubic interpolation, SRResNet [105], SRGAN
[105], EDSR [114] and RCAN [227]. RCAN is observed to have the best performance on the test set in
terms of the metrics PSNR [dB] and SSIM.
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Two examples of an input image recovered by bicubic upscaling and compared to a
prediction from the trained RCAN model can be seen in Figure 3.4.

Figure 3.4: Two different test images that are both 4x super-resolved (in each dimension, so 16x in
terms of pixel count) from a 24× 24-pixel input image to a 96× 96-pixel output. From left to right:
input low-resolution image (shown here upscaled with simple repetition), image upscaled by bicubic
interpolation, the model prediction and the unseen high-resolution image.

A direct comparison of an individual output of the four tested models is shown in Figure 3.5.
The SRGAN is found to perform very similarly to SRResNet, which is because they are based
on the same model, but have different loss functions. The very similar performance indicates
that the loss function of SRGAN has not been configured properly in the test to allow enough
distortion for the GAN to really shine. The EDSR model is an improvement of SRResNet and
as expected we do see somewhat better performance in Table 3.1. The RCAN model performs
significantly better than the other methods, which is impressive given that it was the model
trained for the least number of epochs, namely 30 vs 100 for the others (a limit of 10 hours
of computation on the ComputerLab GPU cluster was set, and the training of RCAN did not
advance further in that time window).

3.3 Supervised denoising

This section reports on methods developed in the first year of the PhD project. The work
was presented orally at Focus on Microscopy (FOM) in 2019. The methods are trained in a
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Figure 3.5: Comparison of predictions from state-of-the-art learning-based SR methods for 4x upscaling
in each dimension. For the original high-resolution image see Figure 3.4.

supervised fashion for denoising of microscopy images to improve low-light imaging capability.
As outlined in Section 1.1, numerous use cases require operating with a highly limited photon
budget. One question that this section seeks to illuminate is to what extent state-of-the-art
denoising methods can improve low-light imaging performance and advance current use cases.

3.3.1 Related work

The literature on image denoising has traditionally been based on local averaging approaches,
such as the application of a Gaussian smoothing filter [23, 117]. Other local filter methods
include least mean squares filter [68], anisotropic filters [162] and in the frequency domain;
Wiener filters [216] and wavelet thresholding methods [41].

Local methods are computationally light, but have obvious limitations. First, the averaging
often involved in local methods introduces blur, which is a degradation by itself, rendering
features to be less defined. Secondly, they do not perform well for high noise levels, since the
correlations between neighbouring pixels deteriorate [186].

Non-local filters solve some of these problems by using self-similarity of natural images
beyond neighbouring pixels [186]. The first method to propose this is the non-local means
method [23], in which patches are restored by weighted averaging of all other patches in an
image. Since then a number of improvements have been proposed such as invariance to patches
that are rotated or mirrored with respect to each other [57], and improved computational
efficiency, automated parameter tuning and extension to 3D image stacks [33]. Although
the non-local filters are better at high noise levels, they will typically lead to artefacts like
over-smoothing [186].

Another category of denoising methods that are distinct to the ones previously mentioned
is learning-based methods. The first learning-based methods to become a trend in denoising
were sparse dictionary learning methods that attempt to find sparse representations of the
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input data in the form of linear combinations. The methods perform denoising by expressing
an image patch in the denoised image as a linear combination of other patches in a trained
redundant dictionary consisting of many patches obtained from an image dataset [186]. An
example of this type of method is the K-SVD method that uses K-clustering with singular value
decomposition [186, 45].

More recently, supervised learning has taken over with the emergence of deep learning, and
several end-to-end convolutional neural networks (CNNs) have been proposed for denoising.
These will be discussed briefly in the following section.

3.3.2 Denoising based on deep learning

A pioneering deep CNN for image analysis is the U-Net [173]. The model was originally
intended for segmentation, but it has seen use for restoration tasks such as inpainting [109] and
in particular denoising [108, 208].

The central idea of U-Net is that an input image is taken through convolution layers at
different resolutions, see Figure 3.6, while employing so-called skip connections at every
resolution. After the image is passed through three convolution layers, a pooling operation is
used to lower the resolution and this sequence of convolution layers and pooling repeats until a
certain number of levels is reached. The pooling operation can be defined in different ways,
but typically max-pooling is used with a window width of 2, meaning that each 2×2-pixel
segment is reduced to the maximum value of the pixels in the patch. The lower resolution
at deeper levels greatly saves computational load, and consequently the number of filters in
convolution layers can be increased without causing the training time to increase significantly.

The skip connections in U-Net that are seen as the horizontal lines in the diagram of
Figure 3.6 pass intermediate results to subsequent layers. These connections prove to be crucial
for a robust convergence during training by avoiding the vanishing gradient problem. This
has been further investigated in [132], in which another deep CNN was proposed that has also
been used for denoising [108], and it was shown that the skip connections lead to restoration
performance gains.

The original U-Net architecture has five levels in this way, but it can be customised for
better or worse, such as the more light architecture in [108] with only four levels and fewer
convolution filters in the convolution layers. This lighter architecture is referred to as UNet-N2N
(N2N meaning Noise2noise after [108]) for the remainder of the chapter. For the numerical
experiments presented later, one of the models will be this one. Another variant that will be
considered is a customised, heavier version of U-Net with six levels of resolution and more
than double the number of filters at the lowest level compared to the original architecture. This
model will be referred to as UNet-60M, since it has about 60 million trainable parameters,
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Figure 3.6: Convolutional neural network based on the U-Net architecture [173].

whereas UNet-N2N and the original architecture have approximately 1 million and 13 million
parameters, respectively.

3.3.3 Leveraging super-resolution architectures

While the U-Net architecture provides efficiency and robustness, one might wonder how much
the restored output suffers by having the majority of computations done on downsampled
versions of the input image. The architectures employed in super-resolution neural networks
tend to be different. As argued in Section 3.2.2, the field of single image super-resolution (SR)
research has seen more activity than that of denoising. The state-of-the-art methods perform
very well when trained on microscopy images as indicated by Figure 3.4 and Figure 3.5.

These results have motivated an experimentation in this PhD project of customising the
super-resolution models to perform denoising rather than upsampling.

The state-of-the-art SR architectures generally do not have downsampling between layers
[40, 105, 114, 227], however they alleviate training by following the structure of residual
networks as first introduced with ResNet [70] with image classification in mind and later
repurposed for restoration with SRResNet [105]. Residual networks use the previously men-
tioned skip connections but more rigorously by having the shortcuts after every few stacked
convolution layers, which then constitutes the residual building block that can be repeated many
times. The residual networks allow for training of very deep networks, which was demonstrated
in [70] with an appropriately termed ”aggressively deep model” consisting of 1202 layers
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that was trained with no optimisation difficulty, although such networks have a large risk of
suffering from overfitting thus needing careful regularisation.

The design idea of residual networks was taken one step further in Enhanced Deep Residual
Networks (EDSR) [114] by proposing a modified residual building block called ResBlock,
which was found to be superior to the previously proposed and more directly adapted ResNet
model called SRResNet [105]. A diagram showing the EDSR network can be seen on Figure 3.7,
which includes a block that has simply been coined ”Flexible” since it varies with the different
purposes it has successfully been customised for during the research of this PhD project.

Conv ResBlock ResBlock Conv FlexibleDegraded
input

Restored
output

Conv Relu Conv +

 

+

Upsample Conv

Super-resolution: Denoising:

Conv

Segmentation:

Classes

Figure 3.7: EDSR model

Yet another improvement in this class of network architectures was made with Residual
Channel Attention Network (RCAN) [227], which augments the ResBlock with two more
convolution layers and a global pooling operation. These extra layers are combined with the
layers in the standard ResBlock by a skip connection that does not combine old and new
results by addition but by multiplication, which the author argues allows the model to learn to
adaptively rescale channel-wise features by considering the interdependencies among channels.
RCAN also adds more regular skip connections in a design that is coined Residual in Residual
(RIR), where a preset number of ResBlocks are considered a group, and a long skip connection
is made from the beginning of the group to the end, whereas the skip connection of each
ResBlock only passes by a few convolution layers. The author believes this allows abundant
low-frequency information to be easily passed on, thus enabling the main network to focus
on learning to restore high-frequency information. The benefit of not only having short skip
connections but multiple long skip connections is supported by an earlier study [132].

The Flexible block of Figure 3.7 is set to be a single convolution layer for denoising tasks,
since the image resolution of input and output is equal. Thus, the only thing required by this
final convolution layer to produce the model output is to take the numerous channels of the
ResBlocks feature maps and reduce them to the desired number of output colour channels, i.e.
1 for grayscale or 3 for RGB, which is achieved by configuring the convolution layer to have
the same number of input channels as the feature maps while only applying 1 or 3 trainable
filters. For super-resolution the upsampling is ideally done with a fractional convolution layer
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(also known as a transposed convolution layer) that has a stride, e.g. a stride of 2 in a fractional
convolution layer will give a double resolution. Alternatively a so-called pixel shuffle operation
can be used, which is another way to perform sub-pixel convolution with fractional strides. The
cheaper way to do upsampling without any extra trainable parameters is to interpolate image,
such as bicubic interpolation, before feeding the result to the final convolution layer.

3.3.4 Supervised training dataset via variable exposure time

To assess how much these methods potentially can improve low-light imaging operation, a
simple investigation into how noise depends on exposure time was first conducted. As a metric
to quantify degradation, the structural similarity index can be used. A wide-field fluorescent
microscope was used to acquire several hundreds of images of different parts of a fixed sample
of actin with both short and long exposure times, from 5 ms to 200 ms.

This dataset consists of pairwise low-quality and high-quality images that could be used as
noisy inputs and clean targets to train a model in a supervised manner. However, the dataset
is not large nor diverse enough for training a deep model such that it becomes generalised –
overfitting is very likely to happen unless thousands of diverse training samples are available.

For this reason, the PCam dataset, as introduced in Section 3.2.1, is used for training. The
aim is to use the original dataset to obtain statistics for the noise that can be used to degrade the
PCam dataset to estimate improvements in acquisition rate and to obtain a generalised model
that can even denoise the original dataset.

In order to use the PCam dataset for training, it is desirable to have a good approximation
of the noise sources governing the original data. A noise model that includes Gaussian and
Poisson noise, which is introduced more formally in Section 4.2.1, is tuned to match the
experimentally acquired data as closely as possible. On Figure 3.8, an example image in the
acquired dataset in its low-quality and high-quality versions are shown with an approximately
matching synthetically noised version.

3.3.5 Quantifying potential gains in acquisition speed

An example of a section of the sample in the acquired dataset with different exposure times is
shown in Figure 3.9. Using the image with exposure time of 200 ms as a reference, it is seen as
expected that the SSIM approaches zero as the exposure time becomes shorter.

The tendency of the SSIM as a function of the exposure time when averaged over all
images in the original dataset can be seen to the left in Figure 3.10. As a simple model of how
SSIM varies, a two-term exponential function SSIMfit(τ) = a · exp(bτ)+ c · exp(dτ), where τ

is exposure time, is used. By fitting the parameters a and c to the data, the relationship between
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Figure 3.8: Approximating degradation with synthetic noise model. Experimentally degraded 5 ms
exposure time image (left), high-quality 200 ms exposure time image (centre) and synthetically degraded
5 ms exposure time image with matching SSIM (right).

Figure 3.9: Image quality as a function of exposure time.

SSIM and exposure time can be modelled analytically. The fit is also plotted on the figure and
is seen to closely follow the trend.

When degrading the high-quality images with the noise model described above with
different levels of noise, a similar tendency appears as can be seen on the right of Figure 3.10.
An analytical description using a fit of a two-term exponential function is obtained again, i.e.
SSIMfit(η) = a · exp(bη)+ c · exp(dη). The two functions for SSIM can now be set equal
to correlate exposure time and noise level, i.e. SSIMfit(τ) = SSIMfit(η) ⇒ τ(η), such that
equivalent exposure times for a given noise level can be estimated.

3.3.6 Implementation, performance and results

Being able to approximate the effect of noise under low-light conditions, the PCam dataset
is used for training with synthetically degraded inputs corresponding to 5 ms exposure. The
models implemented are the modified super-resolution models EDSR and RCAN as well as
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Figure 3.10: Correlating exposure time and noise level via structural similarity index. A two-term
exponential function is fitted to each series to provide an analytical description of the tendency.

three variants of U-Net: the original architecture, a lighter architecture referred to as UNet-N2N
and a heavier customised architecture referred to UNet-60M.

The number of trainable parameters and the memory usage of each model is depicted on
Figure 3.11. The SR models have a relatively low number of parameters of about 1 million,
whereas the original and heavy U-Net models have many times more. This is clearly reflected
by the memory usage for storing the parameters. However, the memory usage when feeding
an input forward through the network, as well as backpropagating the resulting error, is
actually lower for the U-Net models, because most computations for these models are done on
downsampled versions of the input.

Figure 3.11: Number of trainable parameters in models (left) and their respective memory consumption
(right).

Training is done on 30000 training samples from the PCam dataset using the 5 ms syntheti-
cally noised inputs. The learning rate is initially set to 10−4, and is halved for every 5 epochs.
After every epoch the peak signal-to-noise ratio (PSNR) is evaluated on a separate test set of
100 images.
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The convergence of the PSNR during 30 epochs of training can be seen on Figure 3.12.
Both SR models are seen to perform well. EDSR tends to match the more parameter-heavy
U-Net models. The much heavier U-Net model does not add much in performance. Although
it is more computationally expensive, RCAN performs significantly better at around 0.5 dB
higher PSNR compared to the U-Net models.

In terms of training time it is clear that the U-Net models save time by exploiting down-
sampling. Training for 30 epochs on a GPU cluster the U-Net models take 1000, 1500 and
2400 seconds for UNet-N2N, UNet and UNet-60M, respectively. On the other hand EDSR and
RCAN take 4000 and 7000 seconds, respectively. RCAN thus takes the most time, but it also
performs best while having a relatively low number of parameters.

An example of a restoration output comparing RCAN and U-Net are shown on Figure 3.13
with a smoothed version as reference. Both model outputs are clearly great improvements from
the input resembling the target, i.e. the unseen ground truth, closely. As expected from the test
results during training, the RCAN model performs better – again with a PSNR at about 0.5
dB higher than for U-Net. Looking more closely at the two model outputs reveals significant
differences in the details of certain features – note green disks in figure. Some features are not
recovered at all by the U-Net model, while others appear more washed out.

Based on this example, the image quality of the input image can be converted into its
estimated equivalent exposure time of 2 ms, whereas the restored output from the RCAN model
corresponds to 33 ms exposure time. This equals a 15 times higher frame rate if one was aiming

Figure 3.12: Performance of models on test set during training.
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Figure 3.13: Example outputs from models. The output of RCAN has a better PSNR score, and
considering the features within the green disks, it is evident that the U-Net model has not managed to
resolve the same details as the RCAN model.

for the quality at ≈30 ms exposure time but operating at 2 ms exposure time. A similar figure
of 15 times improvement is obtained when evaluating on an ensemble.

3.3.7 Usefulness for quantitative analysis

Going beyond looking at the quality scores, another means of validation could be to consider
the benefits for the purpose of performing quantitative analysis. A simple task to quantify an
image of a biological sample could be to count the occurrence of some objects in a frame. The
PCam dataset consists of a large part of images of cell nuclei. Nuclei are easy to count with
a blob detection algorithm. A standard difference of Gaussians blob detection algorithm was
used to count nuclei at different exposure times.

For a random sample at 200 ms, 178 nuclei were detected in this way. As shown on
Figure 3.14, the number of detected nuclei decreases as the exposure time becomes shorter,
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since the degradation due to noise starts to corrupt the shape of nuclei. For this random sample,
the count is 127 nuclei at 7 ms exposure time, meaning that almost 30 % of the nuclei now fail
to be detected. This misclassification introduces a substantial number of false negatives which
would have implications on the outcome of any downstream analysis.

When evaluated on an ensemble, it is found that this misclassification rate is about 21
% for the given noise level. While only the overall misclassification rate is considered here,
other metrics such as precision and recall could also provide valuable insights into the balance
between false positives and negatives, potentially giving a more complete understanding of
detection performance.

Figure 3.14: Relationship between exposure time and nuclei detection. The decrease in detected nuclei
with shorter exposure times illustrates the impact of noise on the misclassification rate.

However, the restored image of this example yields a count of 170, indicating that the
misclassification rate drops to just 4 %. The estimated equivalent exposure time of the restored
image is 41 ms up from 7 ms. Hence, the improvement of the misclassification rate is found
to be as significant as that of the frame rate, indicating that the restoration not only improves
quality scores but also has a more tangible practical benefit.

3.3.8 Generalisation from synthetic to real-world data

The results reported thus far in this section suggest significant improvements in low-light
imaging when using deep neural networks. However, these outcomes underscore the necessity
of a well-curated training dataset to attain this level of performance. An important question then
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arises concerning the applicability of these methods: Can a model, trained on a synthetic noise
source that is applied to a clean benchmarking dataset, perform well on completely distinct,
real-world datasets?

While this scenario carries elements of transfer learning, explored further in Section 5.1, it
is more accurately characterised as a test of the model’s ability to generalise from synthetic
training data to real-world testing data. This process, sometimes referred to as out-of-sample
testing in certain contexts, is highly valuable when acquiring a representative real-world training
dataset is challenging. It allows us to assess the robustness of the model when handling different
types of data, providing important insights into its performance beyond the initial training
domain. An example of this can be seen in Figure 3.15, which reveals a reasonable restoration
of the original image when compared to a high-quality version with a 200 ms exposure time.

Figure 3.15: Testing generalisation from synthetic to real-world data by applying the trained model to
the original image dataset. The training dataset consisted of entirely different sample types augmented
with synthetic noise.

The restored image quality has an equivalent exposure time of 65 ms, while the input was 5
ms, almost achieving the frame rate improvement found for the PCam dataset of approximately
15 times. However, upon closer inspection, it is evident that while some features have been
resolved, the characteristic stripes of actin are not fully recovered. This is likely because the
synthetic training dataset was primarily composed of nuclei images, which has led the model to
be proficient at recovering spots but not necessarily stripes. This difference in performance
underscores the challenge of generalising from synthetic to real-world data, which is a key
focus of Section 5.1.
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3.4 Self-supervised denoising

Self-supervised denoising is a useful strategy to training a denoising model when clean targets
are unknown or hard to acquire. I will cover a few techniques in this section that have been
investigated for use in different areas of scientific imaging during my project:

• Cryogenic electron microscopy in collaboration with Helen Foster from MRC Laboratory
of Molecular Biology, Cambridge

• Astronomy images for detecting transits in exoplanet study in collaboration with Peter P.
Pedersen from Institute of Astronomy, University of Cambridge

• Fluorescence microscopy:

– Calcium imaging in collaboration with Miranda Robbins from Department of
Zoology, University of Cambridge

– Kymograph imaging in collaboration with Lucia Wunderlich from my own group
Laser Analytics Group in the Department of Chemical Engineering and Biotechnol-
ogy

The primary methods studied in this section include a traditional method included as a
baseline, ND-SAFIR [15] by Jerome Boulanger, and as for deep learning techniques I am
focusing on variations of the method Noise2noise (N2N) [108], while also pointing to related
methods.

3.4.1 Noise2Noise and variants

To avoid the problem of obtaining clean targets in the context of training a deep learning model
for denoising in a supervised manner, one pioneering proposal in the literature is Noise2Noise
(N2N) [108]. The method takes noisy images as input like any denoising method, but the same
noisy images are also used as targets during training. Despite this, the method is demonstrated
to achieve results that are similar to a method that has been trained with clean targets. However,
to avoid having the network simply learn an identity mapping of the input, the input and target
must be independent with respect to noise but have the identical underlying signal, e.g. a static
sample imaged more than once.

To understand why this works let us first consider how traditional supervised training can be
formulated as a problem, while keeping the assumptions and notation of Section 2.4.5 in mind.
For concreteness, it is assumed that we are interested in training a fully convolutional neural
network (CNN) to perform an image-to-image denoising mapping, but the principles of N2N
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will hold for a fully connected network (multi-layer perceptron) or e.g. a vision transformer as
used in Section 5.3. A CNN has a limited scope of ”awareness” when processing an image,
X ; a prediction for a pixel ŝi can only be influenced by neighbouring pixels within a certain
distance corresponding to a square patch centred at the pixel location of ŝi. The size of this
patch is referred to as the receptive field of the CNN [52]. A CNN, from the perspective of
single pixel prediction, ŝi, can thus be viewed as a function that takes an image patch around
the location of si, call it XΩ(i), in addition to a set of trainable weights, W , and then returns the
prediction

f (XΩ(i),W ) = ŝi. (3.1)

The objective in traditional supervised learning is to minimise the empirical risk function, i.e.
the total error, which is based on a set of N training samples {(Xn,Sn)|n ∈ [1, . . . ,N]}, where
each noisy input Xn is an image consisting of M pixels with a corresponding clean ground truth
target Sn. Viewing the CNN as a single-pixel mapping function, Equation (3.1), the training
dataset can similarly be regarded as (Xn

Ω(i),s
n
i ), where Xn

Ω(i) is a patch from the input image Xn

corresponding to the location of the target pixel sn
i in the ground truth image Sn. The optimal

weights of the CNN are then found by minimising the empirical risk function

argmin
W

N

∑
n=1

M

∑
i=1

(
f (Xn

Ω(i),W )− sn
i

)2
. (3.2)

The premise of the N2N method is the observation that the solution to Equation (3.2)
remains unchanged if the target sn

i is replaced with random numbers whose expectation value is
the same as the target. As seen in Equation (2.25), the expectation of a noisy pixel in a recorded
image has the expectation value of the signal, E [xi] = si, provided the noise is zero-mean.
This means that the targets sn

i can be replaced by the pixel value at the same location in an
independent realisation of the input image, x′ni , and the weights W resulting from training the
CNN will be identical.

From supervised to self-supervised learning. Methods have been proposed in the literature
to alleviate the requirement of independent realisations of the same image that N2N has. In
Noise2Void (N2V) [102], a blind-spot is introduced in input images to mask the central part of
input images. As described more thoroughly in the following, the pixel value corresponding
to the mask is used the new target for training a model. An alternative method Noise2Self [8]
proposes to partition the input image in the direction of a multi-dimensional axis, e.g. time, to
provide target data from the input sample itself.
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Figure 3.16: The method Noise2Void (N2V) builds upon the idea of Noise2Noise by removing the need
for a secondary realisation of the noisy input image. (a) In a conventional CNN, a patch is processed
to arrive at a prediction for a single pixel. (b) N2V introduces a blind-spot in the patch corresponding
to the location of the target pixel. This forces the network to learn to reconstruct the signal from the
neighbouring pixels.

I have found the approach of N2V to be useful, and it is the method that I have primarily
studied applications of in the context of self-supervised denoising. In N2V, the concept of using
noisy targets is taken further by deriving both input and the target from a single noisy training
image, Xn. For a patch in this input image, Xn

Ω(i), the target pixel is now taken to simply be the
centre pixel, xn

i , from the image itself around which the patch is located, cf. x̂n
i in Equation (3.2).

Ordinarily, this would lead to the trivial solution of the identity mapping upon training the
CNN, namely the mapping function f (Xn

Ω(i)) would simply disregard the patch with weights
of zero and output xn

i directly. This is circumvented in N2V by introducing a blind-spot in
the patch at the location of the target, see Figure 3.16 for an illustration. This ensures that the
model learns a non-trivial mapping as a function of the other pixels in the patch. As for the
N2N target x′ni from a different realisation of the input imaging, the target xn

i maintains the
property that the learned weights of the CNN will be identical to those obtained had a clean
target sn

i been used. This can be seen from the assumption, Equation (2.23), that the noise
components are draws from the conditional distribution Pr(ni|si), and thus independent given
the same underlying signal, si, with the shared expectation value E [ni] = si.

Hence, N2N and N2V work due to the same properties of noise. However, the presence of
the blind-spot in N2V reduces the amount of information available in a patch during inference,
and therefore lower accuracy can be expected compared to the supervised approach of N2N.
The advantage is that the method works on a single image basis, and the absence of a single
pixel is a manageable issue if the pixel size, in terms of spatial resolution, is significantly
smaller than features of interest.
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Figure 3.17: The steps of a common pipeline for calcium imaging analysis can be subdivided into three
areas before quantitative analysis is performed. Denoising is an optional step that can help to improve
signal-to-noise and enhance features. Motion correction may be necessary in cases of drift or movement.
Classification can select regions of interest for which quantitative analysis is performed.

3.4.2 Wide-field fluorescence imaging

The first application of a self-supervised denoising method to be considered is for fluorescence
microscopy, which was also attempted in Section 3.3 with a conventional supervised approach.
A first example is related to calcium imaging, and follows work done in collaboration with
former group member Dr Miranda Robbins, some of which is published in co-authored review
paper [172]. After considering the application to calcium imaging, a second example of
applying the denoising method is presented using imaging data of neurons in Xenopus laevis.

Application to calcium imaging. The ability to image calcium ion dynamics in cells has
long been of interest, particularly in the neurosciences, where it can be used as a marker for
neuronal excitability. Calcium imaging is an inherently noisy method as imaging of the samples
often suffer from low SNR, drift and cell movement, particularly for living organisms. This
poses a problem for quantitative analysis with a typical processing pipeline, see Figure 3.17,
which may include image denoising, motion correction, classification for cell identification,
and quantification of calcium signals [172].

As the later stages of this pipeline depend on image data with an adequately high SNR, the
denoising step, although indicated as optional in the pipeline, can be crucial. If denoising is
applied effectively, the accuracy of the subsequent quantitative processing tasks are likely to
be improved. In the following subsections, we shall see examples of improvement of various
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Input ND-SAFIR N2V

Figure 3.18: Wide-field microscopy image sample of neurons with GCaMP as a marker for calcium ion.
The image is denoised with a traditional local denoising method, ND-SAFIR, and a deep learning-based
denoiser trained with the Noise2Void (N2V) training strategy.

quantitative analysis steps. However, for this first example we will only consider the qualitative
effect of using a denoiser built with the Noise2Void (N2V) training strategy.

Images were acquired with a wide-field microscope and samples were labelled with GCaMP,
which is a genetically encoded calcium indicator. A sequence of about 50 frames was acquired
over time per field of view. A single time stack is used to train a U-Net CNN model over 20
epochs based on self-supervised learning according to N2V.

An example of an acquired raw image is shown on the left of Figure 3.18. The image is
denoised with both ND-SAFIR [15], representing a traditional denoising method for compari-
son, and a N2V model that has been built based on this dataset. Qualitatively, the output of the
ND-SAFIR method appears a bit washed out with some loss of structural information. The
output of the N2V denoiser is by comparison more consistent with the raw image, while parts
of the structure seem more clearly resolved. The high-frequency noise in the background of the
raw image is effectively removed with both denoising methods.

Application to kymograph analysis. Another example of applying the self-supervised
denoiser to fluorescence microscopy is the imaging of neurons in frogs, more concretely retinal
ganglion cells of Xenopus laevis. A collection of images was acquired by group member
Lucia Wunderlich using a wide-field microscope. The axonal segments of the neurons are
of special interest, and they can be analysed by representing the image data in the form of
kymographs, which are graphical representation of spatial position over time. Kymographs
require video data and the specification of a motion axis, which is done in post-processing
following the acquisition of wide-field image sequences. However, for a kymograph to provide
useful quantitative data, it must first be segmented. A software solution for this used in the
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group is KymoButler [84], which is able to distinguish multiple tracks from each other and
output the desired quantities, such as measured velocity of a particle. The SNR of the acquired
wide-field image sequences tends to be low due to limited photon budgets. This propagates into
the kymographs and can cause issues in the segmentation stage when using e.g. KymoButler. A
denoising stage used in preprocessing with respect to the kymograph conversion could be used
to reduce the effects of the high noise level and possibly lead to more accurate quantitative
estimates.

This has been attempted with a batch of wide-field images using both ND-SAFIR and a
CNN network trained according to the N2V principle. An example is shown on Figure 3.19.
ND-SAFIR is seen to remove a significant proportion of the high-frequency noise as is evident
by the more coarse-grained appearance of the remaining noise. Its inability to remove the
background more completely is likely due to the lack of tweaking its denoising parameters; it
is used here as a blind denoising method with its default parameters. While denoising with ND-
SAFIR ideally should reduce the noise further, a reduction of the high-frequency information of
the signal is already showing causing a loss of spatial resolution, and it is possible that further
denoising by parameter tweaking might result in lower yet spatial resolution. However, the
overall denoised image is still arguably an improvement over the raw image, and it is found to
improve the results of KymoButler as shown on Figure 3.20.

The N2V-based model on the other hand is able to remove the background much more
thoroughly. Apart from the vignetting, the background appears uniform and the structural
information of the sample is more clearly seen. By inspecting some smaller, fluorescent blobs
in close proximity to each other, they are more distinguishable in the N2V output versus the
raw image. In some regions, these blobs appear to overlap in the raw input but are separated
in the N2V output. Hence, the fluorescent signal overall seems to have more discernible
high-frequency information. In the kymograph on Figure 3.20, the N2V output is also seen to
be more clean, which causes KymoButler to detect multiple additional tracks compared to the
case of the kymograph based on the raw data.

An identified track on Figure 3.20 has a differently assigned colour if it is recognised as
separate to the other tracks. The additional tracks shown on the kymographs where ND-SAFIR
and N2V have been applied in preprocessing indicate that the overall processing pipeline
has become more robust to noise in the input. However, with the increased sensitivity to
information at low SNR, there is also an increased risk of spurious tracks. Some tracks in
both the kymographs that have been preprocessed with ND-SAFIR and N2V are likely to be
spurious, but those associated with N2V appears more consistent with the input data, thus
pointing to the utility of N2V in this application.
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Raw ND-SAFIR N2V

Figure 3.19: Denoising of wide-field fluorescence microscopy data with two different denoising
methods: ND-SAFIR [15] and a model trained with the Noise2Void approach [102].

Kymograph from raw data

Kymograph following ND-SAFIR denoising

Kymograph following N2V denoising

Figure 3.20: Three kymographs overlaid with tracks identified by the KymoButler software [84]. The
kymographs are derived from the same source image, and for the two bottom kymographs, preprocessing
is applied to the source image as shown in Figure 3.19 with ND-SAFIR and N2V denoising, respectively.

3.4.3 Cryogenic electron microscopy

We will now turn our attention to an application outside of fluorescence microscopy, namely in
the related field of cryogenic electron microscopy. The results shown in this section stem from
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a collaboration with Dr Helen Foster who has performed the data acquisition and tomographic
reconstruction. I have attempted denoising the images prior to reconstruction to investigate
whether the reconstruction quality could be improved. The experimental conditions and details
of the reconstruction pipeline are described comprehensively in Dr Foster’s PhD thesis [50].

In electron tomography, a collection of images are acquired by tilting the specimen through
a range as close to 180◦ as possible. This provides a stack of images of the sample that is to be
further processed. It is at this stage that the stack is denoised with a model trained with the
self-supervised N2V approach. After the denoising, multiple other steps of processing normally
follow, such as gain correction, motion correction and alignment of frames. The projected
image intensities can then be reconstructed into a tomogram. The tomogram can be further
post-processed with a deconvolution filter to improve the contrast.

Figure 3.21: Tomogram of microtubules and vesicles in axons. The large field-of-view in (A) shows the
larger system with the box of dashed lines indicated the region used for tomographic reconstruction as
shown with the z-slice in (B). The imaged filaments and membrane structures are indicated in (C); PM
stands for plasma membrane and ER is the endoplasmic reticulum. In (D), a cropped region of electron
density in and around vesicles is shown. Figure credit [50].
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Figure 3.22: A model trained according to the Noise2Void principle applied to cryogenic electron
microscopy data of filaments in mouse neurons. The left side shows the input image that is an arrow of
10 frames at the same tilt angle, and the right side is the denoised version of that image.

In the experiment described in this subsection, the tilt angle varied from −60◦ to +60◦ with
an increment of 2◦. At each tilt angle, a total of 10 images were acquired. In total, this provided
a stack of 600 images to be denoised. The imaged sample consisted of dorsal root ganglion
neurons from a mouse. The images of Figure 3.21 show the sample at a tilt angle of 0 in a
large field-of-view and a smaller cropped region of a z-slice from the resulting reconstructed
tomogram.

The provided dataset also made the approach of N2N, cf. Section 3.4.1, possible as the
10 acquisitions of the sample at every tilt angle mean that realisation of the sample with
independent noise but identical signal are available. Thus, for training a CNN, the training
target in a training pair could as well be taken to be one of 9 frames. Alternatively, the 10
frames could be partitioned into two stacks of 5 frames and then averaged separately into a final
set of 2 frames with higher SNR. However, in the interest of simplicity, and keeping results
more comparable to the other applications studied in this section, the easier option of averaging
across the entire 10 frames and then using the self-supervised N2V approach on a single image
basis was chosen. The arithmetic mean was used as the average.

The average image based on the 10 frames at a tilt angle of 0 is shown on the left side
of Figure 3.22. Clearly, high-frequency information originating from the sample is hard to
discern given the high noise level even though 10 frames are averaged. Despite the low quality
of the images at the various tilt levels, it is possible to reconstruct the tomogram and apply
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Figure 3.23: Reconstruction a tomogram from cryogenic electron microscopy data based on the raw
data provides poor contrast.

deconvolution, which recovers some high-frequency information of the sample as we will see
in the following.

When training a CNN model based on the self-supervised N2V approach, a training pair is
extracted from a single image. Every non-overlapping patch of the input image of a size similar
to the receptive field of the CNN provides a useful training sample. Given the size of the input
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images, 3,600x3,600 pixels, a model can be fully trained on training pairs extracted from just a
single image. However, to increase the size of the training dataset, the training pairs extracted
from images at different tilt angles are used in combination. The single model is then trained
and is able to denoise images at all the tilt angles. Upon applying the trained model to the image
averaged over the 10 frames at tilt angle 0, the network output is as seen on the right side of
Figure 3.22. Without considering the benefits of the tomographic reconstruction yet, the SNR
in the output image is evidently significantly improved. High-frequency information of the
filaments and vesicles has been recovered, while the background noise has been considerably
reduced.

To assess the quality of the denoised image compared to the raw image, the NIQE scores,
see Section 2.4.7, are calculated. The raw input image is found to have a NIQE score of 24.9,
and the image denoised with N2V has a score of 10.0. Considering the examples of Figure 2.6,
for which ground truth images were available in the two cases of synthetic degradation, the
difference in score here is significant and would indicate an improvement in the image at least
on par with the reconstruction of a raw SIM to a super-resolved image. It is noted, however,
that the image dimensions are larger in this case, and it is unclear how NIQE scales with image
resolution. The used NIQE model is also built on a collection of macrographs, i.e. images
taken of objects at the scale visible to the human eye, which differ significantly in appearance
to the EM images. Yet, the difference in NIQE score of the images on Figure 3.22 compared
with the SIM images before and after reconstruction on Figure 2.6 is an indication that the
N2V-based model denoising model could make an important difference in the tomographic
reconstruction pipeline.

For evaluating the tomographic reconstruction quality when using the raw images versus
the denoised images in the reconstruction pipeline, a slice in the centre of the 3-dimensional
tomogram is used for comparison. I used the software 3dmod to inspect the structure of
the tomogram along each axis. The slice from the tomogram based on raw data is shown
in Figure 3.23, whereas the slice from the tomogram based on denoised data is shown on
Figure 3.24.

A first observation is that despite the very low SNR seen in an individual image at a specific
tilt angle on the left side of Figure 3.22, the tomogram of the same non-denoised image data
contains a cleaner signal with more apparent high-frequency information. This may be due
to the deconvolution operation in the reconstruction pipeline. However, the contrast of the
microtubules and vesicles is still poor, and the height and width maps on the top and bottom
of Figure 3.23 hardly have any discernible signal. The z-slice of the tomogram based on
the denoised data appears with more clear contrast and more well-defined boundaries of the
filaments. The irregular shape of the ER tubules is easy to see in the centre of the image close
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Figure 3.24: Reconstruction a tomogram from cryogenic electron microscopy data with the self-
supervised denoising model applied in preprocessing.

to the vesicles, but the structures seem to fade towards the bottom part of the image, which,
however, still appears present in the tomogram based on the raw data. This might indicate that
the denoising method causes the loss of some structural information. In terms of the height and
width maps, the effect of the denoising is clearly beneficial as the 3-dimensional size of the
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Figure 3.25: Noise2Void method applied to astronomy data for denoising of images with stacked
frames.

filaments can now be estimated in contrast to the z-slice from the tomogram based on the raw
data.

3.4.4 Image processing for astronomy

Astronomy is another area of scientific imaging where images with low signal-to-noise ratios
are pervasive and pose a challenge to quantitative analysis. Hence, denoising methods have the
potential to increase robustness of quantitative analysis pipelines similarly to what was found
in the preceding subsections. The noise sources in astronomy primarily include shot noise,
dark noise, and read-out noise [201]. Dark noise arises from thermally excited electrons of the
detector, often called dark current, and is usually negated by cooling the detector. Shot noise
is Poisson distributed as a function of the signal, whereas dark noise is Poisson distributed
as a function of dark current. The read-out noise is additive and Gaussian distributed. Both
shot noise and read-out noise are zero-mean noise sources. However, although the effect of
dark noise can be corrected for and be made zero-mean [65], it is by default not zero-mean
thereby posing a potential problem for a denoiser trained with the N2N and N2V strategy. In
this subsection, I will review the applicability of the machine learning denoiser trained with the
self-supervised N2V approach.

In the study of exoplanets, an important measurement is the detection of planetary transits.
A transit is the occurrence of an exoplanet passing between a star, often one that it is revolving
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around, and an observer. The frequency and duration of the transits in relation to characteristics
of the star can be used to gain insight about the planet. An important technique in the detection
of transits is photometry [58], which is the measurement of the flux or light intensity of stars.
A robust pipeline for photometry has multiple preprocessing steps to counter e.g. dark noise
and fixed-pattern noise with dark frame subtraction and flat-field correction [147]. After this
initial preprocessing stage, background removal is performed, and stars are then localised
in the images for the final extraction of temporal flux statistics [18]. The localisation can
be performed manually according to a selection of stars of interest, but we will consider a
case of high-throughput analysis, where it is assumed that automatic localisation is required.
Automated localisation of stars can be achieved with connected component analysis following
accurate background removal or segmentation e.g. by thresholding as described in Section 2.4.6.
Alternatively, blob detection similar to the nuclei counting example of Figure 3.14 could be
performed directly. In the following, the efficacy of a trained denoiser will be tested by applying
it as an additional preprocessing step following flat-field correction but prior to localisation.
The localisation was attempted with both thresholding-based segmentation and blob detection
based on a difference of Gaussians approach.

The data used for this test was provided by PhD student Peter P. Pedersen at Cambridge
Exoplanet Research Centre of Institute of Astronomy, University of Cambridge. Image data
was acquired at the group’s Chilean observatory. The telescope that was used has an active
cooling system, which effectively renders dark noise negligible. The image data was corrected
as described above before being provided and used for this test of the self-supervised denoiser.
An example of an input image used for training the denoiser is shown on the left side of
Figure 3.25. The intensity spectrum has been scaled to fit the entire 8-bit range with clipping of
the lower and upper 2 % of the intensity values. Despite clipping, the large variability of the
pixel values cause the scaled image to have a background baseline that is approximately in the
centre of the range. This non-zero noise floor is also indicated by the histogram in the lower
right of the image. Training was applied to extracted patches from a collection of 275 images
with the target in a training pair being the centre of each patch similar to the approach in the
preceeding subsections.

The denoised image of the previous example using the trained denoiser model is shown on
the right side of Figure 3.25. The noise floor is seen to be significantly reduced with a much
higher contrast between background and the highlights. Interestingly, a shift in the background
level emerges towards the right side of the image, which is not perceptible in the input image.
This is also evident in the histogram in the lower right corner. The noise that is still visible in
the background has a significantly lower spatial frequency, reminiscent of the application of a
smoothing kernel, yet the spatial resolution of the signal from the stars appear to be preserved.
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Figure 3.26: Segmentation of image by simply thresholding with and without denoising applied in
preprocessing.

Despite the background shift potentially being an artefact, the overall difference in image
quality between the input and denoised image is visibly high. The NIQE scores for the input
and denoised images are 31.07 and 18.59, respectively, which indicates a similar improvement
to the denoising of the EM images in the previous subsection.

Figure 3.27: Blob detection of image using a difference of Gaussians approach with and without
denoising applied in preprocessing.
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Segmentation by thresholding is sensitive to distributions of noise that ranges across the
entire intensity spectrum. Thus, the segmentation of the noisy input images may be expected to
pick up a lot of the noise as the foreground, which ideally should only contain the stars. The
input image on Figure 3.25 is segmented with a threshold value tuned to capture the majority
of the stars for the foreground. The resulting segmentation map is shown on the left side of
Figure 3.26, and the corresponding segmentation map produced by segmenting the denoised
image in the same way is shown on the right side. The segmentation of the noisy input image
is seen to produce a high number of small foreground patches that derive from the background
noise. By performing connected component analysis, a further threshold could be defined in
terms of the pixel area of each patch, but without further processing the segmentation map is
not likely to be of any use. In contrast, the segmentation map based on the denoised image
appears much cleaner. Although a ground truth is not available, the foreground patches seem to
consistently correspond to those objects that consistently have a high intensity across the stack
of 275 images indicating that the foreground exclusively consists of stars. It is noted, however,
that the fine-tuning of the threshold value is done manually and therefore is slightly arbitrary.
Arguably, from comparing the denoised image on Figure 3.25 and its segmentation map on
Figure 3.26, the threshold value is perhaps too conservative in that it likely ignores some of
the signal that may correspond to stars. However, for both the noisy and denoised image,
the threshold values have been tuned to capture the most obvious objects, and the test result
indicate that the segmentation is considerably more consistent when performing denoising in
advance.

A similar result is found when performing blob detection with the difference of Gaussians
(DoG) approach as described in Section 2.4.6. When filtering the second derivatives obtained
with the DoG approach, a threshold is chosen for the standard deviations of the Gaussian
kernels, which correspond to filtering the size of the detected blobs. This enables the method to
be less sensitive to the noisy patches with high intensity that may be filtered as foreground in
the previous segmentation attempt of the images that were not denoised first. In Figure 3.27,
the detected blobs, using the implementation mentioned in Section 2.4.6, for the noisy and
denoised image are overlaid with the respective images. The detected blobs for the noisy image
appear to include most of the obvious objects that resemble stars. Although fewer than for
the segmentation map, there remains a high number of false negatives. The blobs detected for
the denoised image agree well with the corresponding segmentation map, and overall appears
consistent with what could be expected of an ideal result. While the blob detection of the
denoised image is more robust to the noise, a high sensitivity to the signal seems to be preserved
as is indicated by the presence of several blobs exclusively on the right side of Figure 3.27.
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In summary, the self-supervised denoiser trained after the N2V principle is seen to improve
the accuracy of localising the stars whether a segmentation or blob detection approach is taken.
Motivated by this test, it seems probable that denoising could be beneficial to the analysis
pipeline described in the beginning of this subsection by enabling automation and higher
robustness to noise. Although the noise sources in astronomy differ from those governing
fluorescence microscopy imaging, the denoiser was found to offer improvements similar to the
example of cryo-EM imaging in Section 3.4.3. In particular, dark noise is expected to play
a role for astronomy images, which could have caused issues with the N2V training strategy
given that the noise source is not zero-mean. While images with dark noise can be made
zero-mean as noted in [108] using transformations and corrections such as those proposed in
e.g. [65], it was not found to be necessary for the viability of the denoiser on the image data
considered here. The likely cause for this is that the dark noise is negligible in the image data
due to the cooling system of the telescope.



Chapter 4

Segmentation of image data of the
endoplasmic reticulum

In this chapter, the previously introduced super-resolution neural network architectures are
modified to perform image segmentation and applied to images of the endoplasmic reticulum
(ER). The ER is known to be a highly dynamic environment [7] with processes such as the
peristaltic flow of luminal proteins [78, 148] and fluctuations of its shape [212].

With the advent of super-resolution microscopy, the structure of the ER is well-known. The
image of the ER in Figure 4.1 shows the major structural domains of the ER, including the
nuclear envelope, sheets and peripheral tubules [212]. Mutations in ER-shaping proteins can
lead to morphological defects, and many of these proteins have been linked to the pathology of
human diseases [212]. One example is reticulon that structurally shapes the ER tubules in the
peripheral domain and has been found to be involved with Alzheimer’s disease [220].

Figure 4.1: Layout of the domains in the endoplasmic reticulum. Image credit [212].



64 Segmentation of image data of the endoplasmic reticulum

In this chapter the peripheral tubules will be considered with the aim of segmentation.
Being able to accurately distinguish between ER tubules and background, enables detailed
analysis of the shape of the ER and its dynamics.

4.1 Building a neural network segmentation model

Choosing the first part of our segmentation model to have an architecture built for restoration
ensures that it is capable of handling images with low signal-to-noise ratio as it can learn to
perform denoising in these early layers of its network. A neural network model intended for
image restoration will by default perform regression in order to output pixel value predictions in
the same colour space as the input image. This is achieved during model training by minimising
an appropriate loss function, typically the mean squared error defined over the dataset as
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where Θ represents the trainable parameters of the network referred to as F(·), while D is
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Rather than having the model perform restoration via regression followed by thresholding
by intensity values to produce binary segmentation maps, the model is directly optimised to
output segmentation maps by modifying it to perform classification. A common choice of loss
function for classification models is the cross-entropy loss given by
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where k and j are iterators over a total of K unique classes, and f H
i; x,y(k) is a function equal

to 1 if the target class for the pixel at (x,y) of the ith image is k, and otherwise it is equal to
0. With the model set up for classification, the network F(·) now returns scores for each class
for a given input image, from which class probabilities are estimated by applying the softmax
function, i.e. the normalised exponential inside the log function. The use of the cross-entropy
loss over the mean squared error loss during training greatly improves the performance of
models with softmax outputs, since the mean squared error tend to lead to saturation and slow
learning (I. Goodfellow, DL book, 2016), which is why the approach of directly optimising the
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model to output segmentation maps is preferred. Note that K = 2 for the purposes of the binary
segmentation used in this work, in which case the innermost summation in LCE(Θ;D) over the
variable k reduces to the addition of two simple terms known as the binary cross-entropy loss.

4.2 Simulation-supervised segmentation model

The first approach that will be considered for the segmentation of ER images relies on a
simulated image formation model for training data generation. The source data used in the
image formation model is a collection of experimental images, in Section 4.2.2 through
Section 4.2.3, except for in Section 4.2.4 where a fully synthetic data generation approach for
ER images is described.

4.2.1 Training data

For images with high signal-to-noise ratio it is easy to perform a binary segmentation of the
endoplasmic reticulum simply by pixel intensity thresholding. The difficulty arises when the
image data is so degraded that the tubular structure of the ER is no longer intact, such that a
thresholding approach would yield disconnected segmented networks. Ideally, the segmentation
model should learn how to reconstruct the network structure of the ER, thus filling out blanks
between parts that are likely to be connected.

Figure 4.2: Example of a low-quality experimental image that is not useful for training, but can be used
for testing the trained model.
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To train a network for this problem, a desirable dataset would have matching pairs of images
of low-quality and high-quality that correspond in space and time, such that a ground truth
image with simple thresholding could form the target data, whereas the low-quality data would
represent the actual data acquired in experiments. The important part is the high-quality images
as the low-quality ones can be generated similarly to the approach described in Section 3.3.4,
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Figure 4.3: Comparisons of different values of the parameter of s in PPoisson(k;λ ,s), Equation (4.4).
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Figure 4.4: Synthetic image generation process simulating the degradation and uneven illumination in
an optical imaging system.
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where synthetic degradation is introduced. One limitation with this approach is that it may
not be possible to even acquire images of particularly high quality, since biological samples
of interest in live-cell imaging tend to be dynamic and fragile. A remedy could be to fix the
samples in place, thus making them static and devoid of dynamics, or alternatively to use
simulated samples as ground truths. In the following, we will consider the case where a small
set of experimentally acquired images have adequate quality for providing ground truths derived
from intensity threshold.

The ER images that have been available for training, provided by group member Meng Lu,
are of live-cell endoplasmic reticulum samples. The quality varies significantly from image to
image depending on the used capture settings and the amount of photobleaching. The provided
dataset also does not have multiple realisations with the same field-of-view that could have
provided the paired low-quality and high-quality training data. This therefore necessitates
the aforementioned approach using synthetic degradation to facilitate the supervised learning.
Since some provided images are of low-quality to begin with, those images can be used for
testing purposes, while the higher quality images can be used for training. To generate a
supervised dataset, we can use the high-quality images as ground truth and the synthetically
degraded images as inputs.

Although the degradation is synthetic the aim will still be for the trained network to be
able to segment the original low-quality damage, which involves learning to reconstruct the
network structure of the ER under high noise levels. For this to work well on the real test set,
the synthetic degradation should be as realistic as possible by including the noise sources that
are known to affect experimentally acquired images. Considering an example of a low-quality
experimental image shown on Figure 4.2, it is clear that noise is very prevalent, so much
that the tubules of the ER appear to become disjointed at some points. In addition to this the
fluorescence intensity is also not consistent over the image, presumably due to photobleaching,
causing the signal-to-noise ratio to vary significantly. This behaviour is present in several of
the experimental images, and it will be approximated as a radially decreasing brightness. This
decreasing brightness is assumed to originate from a central point and follow a two-dimensional
Gaussian distribution. Both Gaussian and Poisson noise are expected to be present in the
experimental data [85], and thus both noise sources are included in the simulated noise model.
The characteristic of each distribution is hard to identify from the images alone, and thus
an assumption has to be made about the parameters of the distributions. To make all the
assumptions slightly less arbitrary, the degradation parameters are not set to any single set of
values but rather take on random values from broad ranges for every generated synthetic image.
The brightness modulated image is given by the function
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I′[x,y] = I[x,y]exp

(
−

(
(x− x0)

2

2σ2
x

+
(y− y0)

2

2σ2
y

))
, (4.3)

where I(x,y) is the original image as a function of pixel row and column (x,y) and the
randomly generated origin (x0,y0) that is somewhere within the bounds of the image, and σx

and σy are the standard deviations of the kernel.
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butions with respective random variables x and k

PGaussian(x;σ ,µ) =
1√

2πσ2
exp
(
−(x−µ)2

2σ2

)
, PPoisson(k;λ ,s) =

(λ s)k exp(−λ s)
k!

, (4.4)

where µ is the mean of the Gaussian noise, assumed to be zero, σ is the standard deviation
for the Gaussian noise, while λ is the expectation value of the Poisson distribution set to the
pixel values of the non-degraded image and s is a parameter controlling the amount of Poisson
noise. Given samples from the probability distributions, say xGaussian and xPoisson, respectively,
the resulting noisy images are generated by

IGaussian[x,y] = I[x,y]+ xGaussian(σ), IPoisson[x,y] =
xPoisson(I[x,y],s)

s
. (4.5)

It may not be clear at first how the parameter s affects the resulting Poisson noise given how it
enters both Equation (4.4) and Equation (4.5). In Equation (4.4) the s parameter appears as
a scaling factor of λ , thus changing the effective expectation value, while the division by s
in Equation (4.5) brings the expectation value of the noise back to the value of λ . However,
although the final expectation value is unaffected by s, the variance of the samples are affected.
This behaviour is shown on Figure 4.3, where it is clear that higher values of s lead to less
uncertainty in the final sampling distribution, in spite of the probability density function on the
left side becoming more broad.

The sequence of degradation steps and their respective effects is shown on Figure 4.4. The
shown input image is a randomly selected sample from the high-quality samples. The mean
and variance of the Gaussian kernel for the brightness modulation is randomly generated. The s
parameter for the Poisson noise and the variance, σ , for the Gaussian noise, are both randomly
generated. The noise images are simply added and then modulated via multiplication with the
Gaussian kernel Equation (4.3).

An example of an image pair, where the degraded image is output from the degradation
model, is shown on Figure 4.5 with the corresponding binary ground truth segmentation image.
The ground truth is obtained by thresholding of pixel intensity of the non-degraded image that
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is already of high-quality compared to the low-quality example of Figure 4.2, which explains
why thresholding works reasonably well.

Figure 4.5: Original image and image pair in training dataset. (Left) original relatively high-quality
image, (centre) synthetically degraded input image, (right) binarised segmentation image based on
thresholding of the original image used as ground truth for training.

4.2.2 End-to-end CNN segmentation model

The training dataset is generated as described in the previous section from 11 relatively high
quality 512×512-pixel ER images. A 100 randomly located 192×192-pixel subimages are
drawn from each of these source images, where each subimage sample is degraded with a
randomly generated set of degradation parameters. In the end a total of 1100 training pairs are
available for training. To further enrich the dataset a few data augmentation transformations
are applied before feeding a sample into the model, namely any combination of a rotation by
90 degrees, horizontal flip and vertical flip, in total 8 different possible transformations that
will make the training dataset slightly more capable.

A separate high-quality source image is reserved for use as a test set, thus providing
100 subimage samples for testing. Finally, a low-quality image akin to that of Figure 4.2 is
also randomly sampled but not synthetically degraded for a proper validation of the model’s
functioning.

The neural network architecture that was found to perform the best is a customised version
of the super-resolution model RCAN that also was found to work very well when customised
to do denoising in Section 3.3. For the model to be able to do segmentation rather than super-
resolution, the final block of the diagram in Figure 3.7 (also note that the ResBlock is slightly
different for RCAN as described in Section 3.3) must be a convolution layer that only outputs
two channels, one channel for the probability of each of the segmentation classes, i.e. ER or
background, being in a given pixel. For simplicity the convolution layer is set to use a kernel of
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size 1×1, which ensures the output image has the same dimensions as the input image without
applying any padding. The convolution operation is then only over the same pixel across all the
feature maps (the existing filter channels that are input to the convolution layer).
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Figure 4.6: Convergence of peak signal-to-noise ratio and structural similarity index during training
when model is evaluated on a test set.

The model is trained for 40 epochs, with each epoch iterating through all samples in the
training dataset with a batch size of 20. The learning rate was initialised to 10−4 and halved
every 10 epochs. For every epoch, the model was evaluated on the test set and the typical
performance metrics were calculated, namely the peak signal-to-noise ratio (PSNR) and the
structural similarity index (SSIM). A convergence plot of these metrics is shown on Figure 4.6.
As is generally the case the metrics are seen to be highly correlated given the coinciding local
extrema. After about 30 epochs the improvements in performance start to be marginal. Within
the first 10 epochs there seem to be significant fluctuations, which could indicate that the initial
learning rate is too high, meaning the step size in each update may cause overshooting of the
local minima. But since the learning rate is set to decrease every 10 epochs, the convergence
eventually becomes more stable.

4.2.3 Results

The first validation step is to test the trained network on a synthetically degraded image that is
separate from the images in the training dataset. This will test whether the trained network has
learned to restore and segment images based on the same type of synthetic degradation, and not
only have memorised the specific structures in the ER images of the training dataset.

It can be useful to consider outputs based on the test set during training to see how the model
learns. Test results at an early stage after just 3 epochs are shown on Figure 4.7. It is clear that
the model has not yet learned how to deal with the degradation given how those regions of the
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ER that are still relatively clear to the human eye just turn up as background in the model output.
Furthermore, the region in the left part of the image that is well-illuminated, near the centre of
the Gaussian kernel responsible for the brightness modulation, is not resolved properly in the
output. The tubules are very broad and do not appear to have the fine structure observed in the
ground truth. This is indicative of neighbouring weights not yet being sufficiently distinctive
due to the low number of updates.

䤀渀瀀甀琀 伀甀琀瀀甀琀 䜀吀

Figure 4.7: Premature test results after training for only 3 epochs.

After 20 epochs the training has converged much better according to Figure 4.6, and indeed
the test outputs are found to resemble the ground truths far better, see Figure 4.8. Even in
the presence of degradation, the model is able to produce a segmentation map that is almost
identical to the ground truth showing nearly the same structural resolution and only a few
blanks in the top left corner due to the effects of modulating the brightness.

䤀渀瀀甀琀 伀甀琀瀀甀琀 䜀吀

Figure 4.8: Test results after 22 epochs. In spite of the degradation the output closely resembles the
ground truth.
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Due to the permanent loss of information from the degradation, there are limits to how
well the ground truth can be recovered. After 40 epochs where the training is expected to
have converged essentially as well as it can for the chosen model, test results still occasionally
turn up with significant blanks. One such example is shown in Figure 4.9. It is clear from
this example that improvements could be made to the model. Even though the information
in the dim region on the right may be unrecoverable, the small isolated patches that do occur
in the model output are likely to do more harm than good for any further analysis. Since
this is undesirable, the model should ideally be modified to reject isolated blobs. This could
potentially be remedied relatively easily by customising the loss function used in training to
penalise the presence of disconnected pixel clusters.

䤀渀瀀甀琀 伀甀琀瀀甀琀 䜀吀

Figure 4.9: Test results after 40 epochs. Although the model is able to recover the ground truth in most
of the image, the right side is so degraded that little can be done.

The final validation that will determine whether the model is useful in practice is to test on
images that are experimentally degraded. This will test whether the network has generalised
so well that it is able to recognise the typical structure of ER and reconstruct it even when
the type of degraded input images have never been seen before by the network. These test
images are fed directly into the model without any preprocessing in the form of the synthetic
degradation. An example of an experimentally degraded input and the corresponding output
can be seen in the top row of Figure 4.10. The network structure of the ER is clear in the
segmentation with only relatively few patches that are disconnected from the network that
should ideally either have been rejected or connected via inpainting (content-aware restoration
whereby blanks in the image are filled out) in the most realistic way. For comparison a manually
fine-tuned thresholded segmentation image is also generated as well as the segmentation result
from a built-in Fiji plugin called WEKA [123] – see bottom two rows in the first column of
Figure 4.10.
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Figure 4.10: Comparison of segmentation maps from different methods made from a test set of
experimentally degraded images. The ”trained model output” refers to the neural network model that
has been implemented and trained on a synthetically degraded training dataset. In spite of this the model
is seen to work well even when the synthetic degradation is no longer present. The other methods are
more simple: thresholding by pixel value (grayscale intensity) and a plugin in Fiji called WEKA that
uses random forests. Both of these other methods have to be manually tweaked for each image that is to
be segmented, while the neural network is more versatile and works directly after having been trained
on the separate synthetically degraded dataset.
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The segmentation maps from these alternative methods are seen to have many disconnected
tubules. To force some of these tubules to connect in the segmentation map, test outputs were
also made with the methods configured to be less conservative – see the second column of
the bottom two rows in Figure 4.10. For the thresholding approach this means that the cut-off
value, for the pixel intensity, for what constitutes background is simply lowered. A 15 % lower
cut-off value clearly produces a better connected network structure, but at the price of more
isolated patches occurring on the left side of the image in addition to some resolution loss given
that all the tubules become significantly broader.

The WEKA plugin uses basic machine learning, by default random forests, to perform the
segmentation. The method requires the specification of areas in the input image that correspond
to the respective classes, ER and background, after which the classifier can be trained and then
run on the entire image. Similarly to the thresholding approach, it is possible to control how
conservative the method is towards classifying something as ER. By specifying more dim areas
of the ER as part of the example class data that is used for training the classifier, the trained
model will become more ”generous” with respect to classifying something as the ER. The
areas of the input image used for this example class data can be seen in the miniature images of
Figure 4.10. The less conservative output is again seen to have a more well-connected network
structure, but with significantly worse resolution due to the tubules being much broader to the
point where the shapes look slightly distorted. However, the presence of isolated patches has
become worse, presumably because the selected areas in the example class data are larger, thus
allowing the model to filter out regions that are significantly smaller than those selections.

For the example in Figure 4.10, the neural network model achieves both an accurate
resolution and very few patches, thus not being affected by the trade-off between resolution and
number of patches found for the thresholding approach. It is also worth noting that the neural
network has not been configured in any way to deal with the experimental test images, whereas
the two other methods were either fine-tuned to achieve the best results or in fact trained on
the very image itself, which arguably defeats the purpose of the segmentation tool. As such
it is clear that the neural network model is far superior in terms of versatility. For the other
examples in the experimental test set the same applies: the output from the neural network
model appears clean and consistent, and qualitatively better than the alternative methods, but
no experimental ground truth images have been available yet, so a quantitative comparison with
performance scores has not been possible.

There is room for improvement, both with respect to the training data but also possibly by
modifying the model with a more suitable loss function that penalises disconnected patches,
but overall the results are promising given how consistent and versatile the model turned out
even with the relatively sparse training data available.
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4.2.4 Fully synthetic data generation

The approach to segmentation of ER images described so far has been based on a partially
synthetic dataset, where the inputs are simulated based on target images that are taken to
be segmentation maps of relatively clean experimentally acquired images. We will now
consider how the targets as well can be synthesised using a simple model for simulating ER
networks. This has multiple advantages: firstly, the ground truths can be made ideal, i.e.
no imperfections, and secondly, the size of the dataset and the frequency of less common
degradations, such as the apparent disconnections of tubules seen in Section 4.2.3, can be
computationally controlled. This is important as the thresholded segmentation maps of the
clean ER images previously used as targets, see Section 4.2.1, are only approximations of
the real ground truths. The imperfections of the approximation may inhibit the model from
learning an accurate representation of the ER network. In light of the positive results of using
the self-supervised Noise2Noise and Noise2Void training strategies described in Section 3.4, it
is likely that the noise manifesting into the target segmentation maps, using thresholding as
in Section 4.2.1, averages out during training similarly to zero-mean noise source in a model
trained with the Noise2Noise principle. However, given noisy data, it is difficult to address the
issue of visually appearing disconnected tubules described in Section 4.2.3 because the target
data when prepared either with thresholding or WEKA also will contain the same disconnected
tubules, thus hindering the model to properly learn to compensate for it. By using simulated
ground truth images, the problem of acquiring clean data is avoided, and it is possible to
generate a diverse dataset by using the image formation model introduced in Section 4.2.1 that
reflects the apparent disconnects of tubules in the input images, while providing a fully intact
ER network as the target.

Given a dataset of the ER generated in this fashion, a neural network can be trained to
reconstruct the shape of the ER from the degraded images. However, the more degraded
the images are, the more ill-posed the reconstruction problem is and the uniqueness of a
solution diminishes. For highly ill-posed problems, a standard approach to training a model,
e.g. training a CNN with supervised learning using a MSE loss function, tends to lead to
conservative inference as described in Section 3.2. In contrast, as also noted in Section 3.2, a
generative adversarial network (GAN) is more at liberty to distort the output, thereby being
able to compensate for entirely missing information such as the disconnected tubules.

The purpose of this section is two-fold: (a) to demonstrate how ER can be modelled in a
simple way, and (b) to qualitatively explore the potential of GANs for ER image segmentation.
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Figure 4.11: Fully synthetic data generation pipeline based on randomly generated uniformly distributed
points.

Modelling the endoplasmic reticulum

The model proposed for synthesising the ground truths follows a simple algorithm. First, a
set of uniformly distributed coordinates are generated. Delaunay triangulation is performed
on the coordinates providing a set of triangles. The circumcentre of each triangle becomes a
vertex in a Voronoi diagram. The diagram is formed by connecting vertices between adjacent
triangles. This procedure is called Voronoi tessellation. Each edge in the undirected graph
corresponding to the Voronoi diagram is perturbed in the following way: the midpoint of an
edge is moved in a random direction by a random distance that is smaller than the length of the
edge. The displaced midpoint and the two ends of the edge are then used to produce a smooth
curve using cubic spline interpolation of the three points. Finally, the network of vertices
connected with interpolated curves is processed with the image formation model specified in
Section 4.2.1 producing the final synthetic input image. The target image is the corresponding
image before noise and brightness modulation are applied. The steps of this algorithm are
shown on Figure 4.11.

By generating thousands of training pairs akin to this example, it is possible to train a model
to reconstruct the shape of the ER given the degraded inputs. As mentioned in the beginning
of this section, the application of GANs to this ill-posed segmentation problem could prove
suitable although with the potential pitfalls posed by introducing distortions as addressed in
Section 3.2. A GAN model with the previously described modified RCAN architecture used
for both generator and discriminator, the two components of a GAN [54], has been trained
using 1000 generated training samples. An example output is shown on Figure 4.12, where
two regions are highlighted across three versions of the image: turquoise and red rectangles
on output from a lightly trained GAN model, output from a well-trained GAN model and the
original ground truth image, respectively. The example demonstrates that the GAN model ends
up learning to perform a mostly faithful segmentation even when there is only a very dim, or
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missing, signal, but as seen in the red rectangle the ability to reconstruct the tubules from scarce
information can also lead to the creation of spurious connections.

Synthetic noisy input (A) GAN output, 1000 updates (B) GAN output, 5000 updates (C) Synthetic ground truth

(A) (B) (C)
(A) (B) (C)

Figure 4.12: Example output from a generative adversarial network (GAN) model using the fully
synthetic training dataset. The restoration performance appears impressive, but the risk of introducing
false features is high as indicated by the cropped regions with red border.

Discussion

To force a trained model to focus specifically on the issue of tubules that appear disconnected,
a randomised truncation of tubules can be added to the process depicted on Figure 4.11.
An example of a training pair using this sequence of steps for data generation is shown on
Figure 4.13 with the disconnected tubules emphasised on the cropped regions.

Introducing these “explicit” disconnects between tubules in the training data could poten-
tially improve segmentation performance further, but has only been preliminarily explored in
the PhD project. Early results indicate that when using GANs, the risk of spurious reconstructed
tubules manifesting in the output image is significant.

However, if an application would require conservativeness in inference over the ability to
produce more complete reconstruction output, then the same synthetic image data could instead
be used with a regular segmentation model as seen in Section 4.2. This is expected to lead
to models for which the presence of spurious connections, i.e. artefacts, in output would be
kept minimal, while still learning to be adaptive and robust to missing data or data with low
signal-to-noise ratios. Another direction, also only preliminarily explored in the PhD project,
is to use a custom loss function that penalises disconnected tubules and favours those that are
intact. One such loss function that has been tested is a topological loss function [22] that uses



78 Segmentation of image data of the endoplasmic reticulum

Input
source
image

Input
region

Target
region

Figure 4.13: The data generation and image formation algorithm can easily be modified to produce
input images with non-smooth disconnects. This poses a more difficult segmentation problem for the
neural network as there is a complete lack of information, thus requiring an educated guess by the model
that can be achieved with an adversarial loss function.

persistent homology to optimise for topology-aware output. Initial results are not promising,
but it is possible that this avenue could prove fruitful if explored further.

4.3 Supervised segmentation model

In this section, I will describe work on ER segmentation that follows a more standard supervised
approach, which was used to analyse experimental data featured in a publication that I co-
authored [127]. The simulation-supervised and fully synthetic dataset generation described
in the preceding sections represent an alternative approach to the one taken here. Rather than
modelling the noise sources and image formation, input data is simply raw wide-field images
that have been experimentally acquired. The target data is prepared by manually annotating
images using an image editing software. To speed up the annotation process, the manual labour
can rather be performed as corrections to an initial segmentation map produced by thresholding
or segmentation with the WEKA plugin described earlier in this chapter.

4.3.1 Residual neural network for segmentation

The segmentation of the tubular networks of the endoplasmic reticulum is again carried out
using a convolutional neural network (CNN). The network architecture of choice is a deep
residual network inspired by EDSR and RCAN [114, 227]. These models are among a class of
residual learning networks such as the ones used in Chapter 3 for image restoration.
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A proposed network that performs this pixel-wise classification to output segmentation
maps is shown on Figure 4.14. The architecture with a sequence of blocks surrounded by
convolutional layers and a long skip connection is the same for both EDSR and RCAN. The
definition of the block is different between the two, and for simplicity the EDSR block is shown,
although both blocks were used in testing. In general, the RCAN based block was preferred.
The main difference from the EDSR and RCAN architectures to that of Figure 4.14 is the
replacement of the super-resolution block, an upsampling module, with a module that decodes
all the feature channels from previous convolutional layers into class scores. This is done using
feature pooling, in which a convolutional layer with kernel size 1×1 reduces the number of
feature channels to the number of unique classes in the segmentation map.

Figure 4.14: Architecture of the residual CNN used for segmentation. The overall structure follows that
of EDSR and RCAN, except for the replacement of the super-resolution block with a decoder module
that reduces the number of feature channels to the number of unique classes in the segmentation map
using a convolutional layer with a corresponding number of output channels and a kernel size of 1×1.
This operation is sometimes referred to as feature pooling.

Given appropriate training pairs this network can learn to map low signal-to-noise ratio
images into clean segmentation maps. Since the network is capable of restoration, it is not
necessary to explicitly denoise images prior to inputting them to the model. However, to
alleviate the complexity of training the network, raw images were first denoised using the
denoising method ND-SAFIR [15], which includes a noise parameter estimation of Poisson-
Gaussian noise that is typical for optical microscopy.

As for preparing the training data, a very crude segmentation could be performed using
grayscale pixel intensity thresholding after applying this denoising method to raw images. A
few of these segmentation maps were then manually cleaned and finalised by drawing in a
raster graphics editor. These partially hand-drawn segmentation maps then served as targets,
i.e. ground truths, in the supervised training of the segmentation network.

To make it feasible for the network to learn to segment the ER images from the relatively
small training dataset, multiple ways of data augmentation were used. Firstly, each segmentation
training pair was randomly cropped many times, which shifts the structures from frame to frame
and brings the image size down to a manageable size for a graphics card (256×256 pixels).
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This provided a few hundred subimages of different regions of the segmentation examples.
Those subimages were then randomly flipped (horizontally and vertically) and rotated (by 90
or 180 degrees) to obtain more training data. Other ways to augment data could have been to
randomly change brightness or synthetically add noise to images, but this was not found to be
necessary.

Training was done in batches of five images (each being 256×256 pixels) with a learning
rate of 0.001 using the Adam optimisation method for a total of 40 epochs. The learning rate
was halved after every ten epochs. The network was configured to have four blocks, of the
RCAB, which amounts to 40 convolution layers each having 64 filters with a 3×3 kernel size,
constituting a total of about 1.3 million trainable parameters. The trained network outputs
binary segmentation maps that can then easily be skeletonised by a standard thinning algorithm
[107].

The implementation has been made with the machine learning library Pytorch. The code as
well as training and test data for segmenting endoplasmic reticulum images is freely available
at https://github.com/charlesnchr/ERNet.

4.4 Segmentation of sequential images

In an extension of the work described in Section 4.3, improvements have been made to utilise
the spatio-temporal information in video data of the ER. In addition to this, a more extensive
analysis pipeline has been introduced to quantify ER dynamics and morphology over time.
This subsequent work is reported in the pre-print article [126] co-authored with group member
Meng Lu, who has acquired experimental data and assisted with data analysis, and Jana M.
Weber who has contributed with methods from the field of graph theory. This section largely
follows this pre-print and the work that led to it, but I only include the parts that are relevant to
the thesis. From the time of writing the paragraphs below, further work has been carried out in
relation to preparing the pre-print manuscript, which means the results described here predates
those in the publication. However, as the overall methodology has not changed, I have kept this
section largely unchanged. One significant difference is the model architecture, which in the
case of the published segmentation method is based on a transformer network, while a CNN
similar to that in the previous sections but modified for spatio-temporal data is used below. In
Section 5.3, I will describe this most recent transformer-based model in more detail, albeit in
the context of structured illumination microscopy.

https://github.com/charlesnchr/ERNet
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4.4.1 Processing pipeline

Using structured illumination microscopy (SIM), a stack of image frames for every time point
is acquired, each with a distinct illumination pattern. These frames are reconstructed with a
SIM reconstruction method for which there are two methods that we have used, ML-SIM [30]
and FairSIM [146]. The reconstructed super-resolution images form a time-lapse sequence
of images that are processed with ERnet to obtain segmentation maps. ERnet is applied
using a temporal window that includes multiple adjacent frames to improve the segmentation
performance by utilising similarities of the temporally correlated sequential image data. This
approach is more robust and provides higher segmentation quality than processing the batch of
sequential frames one-by-one. This is rationalised by the fact that any single frame is more
prone to random noise and imaging artefacts, whereas a set of sequential frames collectively
contain more information about the background and structure of the sample, thus for example
having a higher signal-to-noise ratio. The performance benefits of this scheme are presented in
Section 4.4.3. The resulting segmentation maps are skeletonised using a standard algorithm
[107], whereafter nodes and edges of the skeleton are identified, such that a graph representation
of the network can be determined. The graphs are non-spatial in the sense that the physical
locations of the nodes are disregarded, hence specifically representing the network aspect of
the ER, e.g. connectivity dynamics and branching. Finally, various metrics such as average
node degree and assortativity, which are standard in graph theory, are extracted from the graph
representation of the ER, constituting a unique new way of quantifying the ER. A simplified
overview of the pipeline is shown on Figure 4.15, while a more complete version is described
in Section A.1.

4.4.2 Architecture of spatio-temporal extension of ERnet

As noted in the beginning of this subsection, the spatio-temporal extension of the ERnet model
exists with two different architectures; a CNN that directly evolved from Section 4.3.1 and
a more recently developed transformer network as described in the co-authored pre-print
publication [126]. Below we will consider the former of the two versions, and instead consider
the transformer model for a different application inSection 5.3.

The CNN version of the spatio-temporal extension of ERnet has a residual network archi-
tecture. However, preceding the residual blocks of the network is a single convolutional layer
that is applied to each of the individual temporal frames in the video sequence according to the
temporal window. The temporal frames are then concatenated in feature space to form a feature
map where each channel represents a different time point. In addition to the residual network
structure, ERnet utilises a channel attention mechanism based on Residual Channel Attention
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Figure 4.15: The processing pipeline takes in a sequence of fluorescence microscopy images, e.g.
wide-field or reconstructed structured illumination images. The sequence is a time stack acquired with
a fast imaging speed. The images can be multi-colour, but only the colour related to the endoplasmic
reticulum is processed onwards. A moving window consisting of adjacent frames from the sequence
of images is then input to a deep residual neural network, ERnet, in order to exploit the temporally
correlated information in the time sequence. The network performs automatic and robust segmentation
of the ER tubules, sheets and background, i.e. a multi-class segmentation problem. The segmentation
map of the ER tubules is then binarised so that a standard skeletonisation algorithm can be run. Finally,
the skeletons are converted to graph representations for further analysis.

Network (RCAN) [227]. Here the standard additive skip connections are complemented by
another type of connection that combines tensors before and after a block using element-wise
multiplication with learned weights Figure 4.16. This allows the model to learn to adaptively
rescale channel-wise features by considering the interdependencies among channels. This is
beneficial in the context of the sequential image data that is processed by ERnet, since each
channel is chosen to represent a frame of the sample at a different point in time, which leads to
frames that are highly spatially correlated depending on the frame rate.

4.4.3 Training and benchmark of ERnet

Multiple ERnet models were trained on a manually annotated training dataset. As a baseline
method, the popular U-Net is used [173]. The models vary in the number of residual groups
(RG) and the size of the temporal window (N). In the following, three ERnet models will be
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Figure 4.16: The ERnet model uses a deep residual neural network structure architecture based on the
RCAN model. The final layer is modified with a dense layer to output integer classes. For improved
performance using the temporal information the inputs are concatenations of adjacent frames after
passing through a single convolutional layer.

compared: a small model with RG = 3 and N = 1, a large model with RG = 5 and N = 1 and a
complete model with both RG = 5 and N = 3. As for U-Net, two models with respectively N =
1 and N = 3 are tested.

The performance on a separate validation dataset is evaluated during training to ensure all
models have converged, cf. Figure 4.17.

After training the model performance is evaluated on a larger test set to obtain accurate
averages of the segmentation performance using intersection over union (IoU) as a metric with.
The results are depicted on Figure 4.18.

4.4.4 ERnet graphical user interface

During the PhD project, I have developed a graphical desktop application that can run Python
implementations of neural network models using the deep learning library Pytorch. The primary
motivation for developing this software has been to run reconstruction of structured illumination
microscopy images with the method ML-SIM covered in Chapter 5. The program has grown
to include segmentation models by the use of a plugin system, such that its functionality
can be switched from running ML-SIM models to ERnet models. The original program is
described further in Section B.1.1, and the plugin-based version, Mambio (Multi-analysis
machine learning-enabled batched input-output), is shown on Figure 4.19. The software is
open-source and available at https://github.com/charlesnchr/ERnet-v2.

https://github.com/charlesnchr/ERnet-v2
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Figure 4.17: Convergence plot for models trained on a supervised, manually annotated, dataset of
segmented ER images. Performance is measured in peak signal-to-noise ratio (PSNR). Performance
differences in the well-converged regime after about 80 epochs indicate that ERnet with 5 residual
groups and a stencil of 3 frames is the best, which is consistent with the more rigorous test results shown
on Figure 4.18.

4.4.5 Quantitative analysis of dynamic ER structures

Here I will report quantitative results obtained using the methodology described in the preceding
sections for a set of experiments in which the effect of different drugs on ER morphology is
investigated.

Video recordings were captured using SIM to study the highly dynamic tubule and sheet
regions of ER. The pipeline of Figure 4.15 was then used to analyse the data. When used on
this data, ERnet provides quantitative information about the movement and structural changes
of tubules in ER, which has previously been reported to be associated with disease phenotypes
[126]. ERnet was first tested using SIM images of COS-7 cells by quantifying these intracellular
changes. Figure 4.20 shows a single frame of the ER (gray) from a set of sequential images.
The resulting segmentation map includes the entire ER structure, which is differentiated from
the cytosol background. The ER structure is further classified into tubular (cyan) and sheet
domains (yellow). The tubular ER is then skeletonised from the segmentation map, which
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Figure 4.18: Test scores on a test set separate from the training dataset for the different segmentation
models. Performance measured in intersection over union (IoU). Error bars indicate the standard error of
the mean IoU across 2000 test images. ERnet with 5 residual groups and a stencil of 3 frames is found
to be the best model by a significant margin, validating the idea of using the architecture.

provides nodes (tubule junctions, shown in red) and edges (tubules, green) that are subsequently
used for graph analysis.

The network connectivity described by the graph representation can be visualised with the
Python package graph-tool [161], which produces a connectivity graph as shown on Figure 4.21.
The connectivity graph highlights that the ER network primarily consists of three-way junctions
(red nodes in Figure 4.21) and tubular growth tips (green nodes in Figure 4.21).

The integrity of the ER is assessed by considering each disconnected ER region a fragment.
As the ER is constantly reshaping, the total number of fragments fluctuates during each
acquisition as shown on Figure 4.22c. However, despite these continual structural changes,
ERnet reveals that in typical healthy cells, a single large fragment comprises the majority of all
edges and nodes over the entire imaging duration. As quantitative parameters, the node and
edge ratios are defined as the number of nodes or edges in the largest fragment divided by the
total number of nodes or edges, respectively, see Figure 4.22b. By definition these values range
from close to 0 (fully fragmented ER) to 1 (fully connected). Additionally, ERnet quantified the
degrees of the ER nodes, i.e. the number of edges (tubules) that connect to each node (junction).
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Figure 4.19: ERnet plugin for Mambio, an Electron-based desktop application capable of running deep
learning models, adds support for performing segmentation with ERnet and the subsequent analysis steps
described in Section A.1. Different models can be loaded and images can easily be batch processed.

As shown in Figure 4.22a, three-way junctions are the most abundant and account for 78 %
of all junction types in this example. Despite the prevailing picture of ER morphology as a
tubular network of interconnected three-way junctions, ERnet also identified nodes connected
with more than three edges (tubules), i.e. multi-way junctions. The presence of multi-way
junctions indicates that ER tubules may have a more complex, heterogeneous organisation than
previously thought.

The assortativity and clustering coefficients as shown in Figures 4.22d and 4.22e, which
describe connectivity patterns of nodes, were calculated based on the above metrics. The
assortativity coefficient measures the tendency of nodes to connect with others of the same
degree [152], while the clustering coefficient reflects the tendency of nodes to cluster together.
Assortativity coefficients range from -1 (fully heterogeneous connectivity, i.e. nodes only
connect with those of different degrees) to 1 (fully homogeneous connectivity, i.e. nodes only
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Figure 4.20: Segmentation, skeletonisation and graph conversion of sequential SIM images of the
ER. (a) Full field-of-view images. From left to right: (1) SIM image, (2) segmentation of image
into ER tubules (cyan) and sheet region (yellow), (3) skeletonisation of the tubular domain, and (4)
identification of nodes (red spots) and edges (green lines) based on the skeleton structure. Scale bar: 5
um. (b) Zoomed-in regions of the above panel. The yellow dashed circles indicate nodes that are closely
positioned but can still be identified by ERnet. Scale bar: 2 um. (c) Quantitative analysis of the ER
shown in (a). Top panel: quantification of edges and nodes of the ER tubules of the sequential frames
over a period of 90 s. Bottom panel: percentage of the ER tubules (cyan) and sheet (yellow) over the
same period.

connect with those of the same degree). Clustering coefficients describe another aspect of a
node’s connectivity: they measure if the neighbouring nodes of a given node tend to connect to
each other, i.e. to cluster. Similarly, for clustering coefficients, 1 describes a perfectly clustered
network, while 0 signifies no clustering. Figure 4.22d shows the ER as a slightly assortative
network, which suggests a tendency of nodes to connect with nodes of the same degree.
Additionally, the low clustering coefficients of Figure 4.22e implies a lack of aggregation of
nodes and edges in the overall ER of this cell.

To further investigate the structural dynamics of the ER, the lifetime of multi-way junctions
was tracked along with their transitions from multi-way to three-way junctions. Figures 4.23a
and 4.23b show the rapid transitions between three-way (yellow arrows) and multi-way junc-
tions (blue arrows) driven by ER tubule reshaping. The formation of four or five-way junctions
needs simultaneous connections of more than three tubules at the same junction, which occurs
with a lower probability than the formation of a three-way junction that only requires the
connection of three tubules. Additionally, any movement of a tubule away from its multi-way
junction can lead to the collapse of this junction and the generation of at least two three-way
junctions. Therefore, as shown in Figure 4.22f, the average lifetime of a multi-way junction is
much shorter, i.e. less than a third (10.1 s vs 30.8 s) of that of three-way junction.
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Figure 4.21: The topology of an ER tubular network is represented by a connectivity graph. i: a polygo-
nal structure organized by three-way junctions (red spots) and tubules (gray lines), ii: a representative
region of multi-way junctions (dark blue spots), iii: a representative region of ER tubular growth tips
(green spots).

4.4.6 Identification of phenotypic characteristics with ERnet

As mentioned in Chapter 4, ER morphological defects have been linked to a variety of hu-
man diseases [212]. These defects may be caused by mutations in genes, encoding proteins
responsible for reshaping ER, or by metabolic perturbations in the cell. However, the exact
phenotypic ER behaviour under these conditions has not yet been thoroughly characterised.
Using ERnet, the ER morphological defects in stress models mimicking the ER phenotypes in
two neurodegenerative diseases, namely Hereditary Spastic Paraplegias (HSPs) and Niemann-
Pick disease type C (NPC), can be analysed. ERnet was used to examine the ER morphology
defects in individual cells of different models by measuring two topological features. The
selected features are the degree of ER tubule fragmentation, quantified as the node ratio defined
in Section 4.4.5, and the heterogeneity in the tubular connections as given by the assortativity
also defined in Section 4.4.5. Compared with control cells, it was found that Atlastin (ATL)
knock-out (KO) leads to a collapse of the ER network integrity. Such ER fragmentation was
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Figure 4.22: Quantitative analysis of the cell shown in (a) over a time window of 45 s. (a) Quantification
of the nodes of various degrees over time, showing a dominance of third-degree nodes (three-way
junctions). Same colour scheme as in Figure 4.21. (b) Changes in the node and edge ratio over time.
(c) Number of components (ER fragments) over time. (d-e) Changes in assortativity and clustering
coefficients over time. (f) Quantification of the lifetime of junctions (nodes) with various degrees.
∗∗∗∗ : P < 0.0001, Tukey’s one-way ANOVA with n ≥ 20 events per condition from three independent
experiments.
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Figure 4.23: Examples of transitions between three-way (yellow arrows) and multi-way junctions
(yellow arrows: three-way, blue arrows: four-way, green arrows: five-way) junctions. Scale bar: 1 µm.

clearly observed in ATL KO cells by an increased number of fragments and 20-fold reduction of
the node ratio (99 % in control vs. 5.4 % in ATL KO), see Figure 4.24. ERnet also highlighted
that the lack of ATL significantly altered the connectivity in ER tubular network as seen by
a reduced proportion of three-way junctions among all the nodes (26 % vs. 78 % in control)
and by the heterogeneous connectivity (assortativity of -25). These measurements provided
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Figure 4.24: Connectivity graphs of ER structures in models mimicking phenotypes of HSPs and NPC
and metabolic stress induced by calcium and ATP depletion. Nodes of different degrees are labelled
with different colours: green (degree 1), light blue (degree 2), red (degree 3), dark blue (degree > 3).
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Figure 4.25: Topological features of the ER tubular network in above conditions were quantitatively
analysed by ERnet. The effects on ER structures from different treatments can be visualised and
compared by plotting the distribution of tubule fragmentation (node ratio, y-axis) and assortativity
coefficient (x-axis). The analysis of ER phenotype for e.g. ATL KO cells reveals a severe fragmentation
and altered connectivity in the distribution plot.

quantitative rather than descriptive evidence of ATL’s role in ER tubular network formation,
which was previously reported to be crucial for the fusion of ER membranes and subsequently
form continuous networks [228]. With these quantitative analyses, one can compare morpho-
logical defects caused by different treatments. In another model of HSPs, depletion of protrudin
resulted similarly in ER tubular network fragmentation (305 fragments) and in heterogeneous
connectivity although to a lesser extent than ATL. The similar phenotypes observed in both
genetic models suggest the connectivity defect in the ER may be a general cause of HSPs.

Induced cholesterol accumulation in lysosomes was also investigated. The drug U18666A is
known to block the movement of cholesterol out of lysosomes. By administration of U18666A
a blockage of the cholesterol transfer from lysosomes can be triggered [99]. The accumulation
of cholesterol in lysosomes leads to lysosome deposition in perinuclear regions, thus affecting
the ER structure and distribution [127]. ERnet revealed that the ER of U18666A-treated
cells features a disassortative network (-0.34) and a low node ratio (3.4 %) suggests a highly
fragmented structure, see Figures 4.24 and 4.25, which highlights that lysosomal defects can
strongly affect the ER.

Finally, the performance of ERnet was tested for data of cells undergoing ER collapse due
to metabolic manipulations that significantly affect the overall homeostasis inside the cell. The
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sequential SIM images showed that the ER largely loses its dynamic reshaping capabilities upon
the administration of the blocker SKF96365 that inhibits store-operated calcium entry [139].
On Figures 4.24 and 4.25, the corresponding ER appears fragmented and has a disassortative
network. The inhibitor NaN3 can deplete adenosine triphosphate (ATP) [136], which supports
all the energy consuming processes inside the cell including ER tubule elongation, retraction
and membrane fusion. Therefore, ATP depletion by NaN3 was expected to significantly inhibit
the structural dynamics of the ER. Analysis with ERnet confirms a high level of fragmentation
in the ER tubular network from the lack of ATP, see Figures 4.24 and 4.25. However, the ER
defects associated with this phenotype have not been found to be as severe as those caused by
the depletion of ER reshaping proteins given that the node ratio of ER in ATP depleted cells is
nearly 4-fold of that in ATL KO cells (0.19 vs 0.05).

In conclusion, the results of this section point to the advantages of ERnet as a tool for
quantitative analysis. The method has sufficient sensitivity to detect subtle ER morphology
changes while retaining the ability to work across multiple samples and acquisitions without
the need of retraining, which is a capability that other segmentation methods suitable for ER
segmentation do not possess, see Section 4.2.3 where the method WEKA is explored. These
strengths of ERnet have enabled a detailed analysis of network connectivity facilitating the
investigation of ER-related disease phenotypes.



Chapter 5

Reconstruction for SIM

The study of SIM reconstruction has been a key focus in my PhD project. In this chapter
I will report on the most important results I have obtained in researching methods for SIM
reconstruction. Some of the results are published and some are in review at the moment of
writing. I will indicate this where relevant.

5.1 Universal reconstruction of structured illumination mi-
croscopy images

The content of this section overall follows that of my publication “ML-SIM: universal recon-
struction of structured illumination microscopy images using transfer learning” [29, 30]. The
presentation is adapted for this thesis and additional results are reported.

As described in Section 2.2.3, structured illumination microscopy (SIM) has become an
important technique for optical super-resolution imaging because it allows a doubling of image
resolution at speeds compatible with live-cell imaging. However, the reconstruction of SIM
images is often slow, prone to artefacts, and requires multiple parameter adjustments to reflect
different hardware or experimental conditions. Here, I introduce a versatile reconstruction
method, ML-SIM, which makes use of transfer learning to obtain a parameter-free model that
generalises beyond the task of reconstructing data recorded by a specific imaging system for
a specific sample type. I demonstrate the generality of the model and the high-quality of the
obtained reconstructions by application of ML-SIM on raw data obtained for multiple sample
types acquired on distinct SIM microscopes. ML-SIM is an end-to-end deep residual neural
network that is trained in an auxiliary domain consisting of simulated images but is transferable
to the target task of reconstructing experimental SIM images. By generating the training data to
reflect challenging imaging conditions encountered in real systems, ML-SIM becomes robust to
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Figure 5.1: Data processing pipeline for ML-SIM. Training data for the model is generated by simulating
the imaging process of SIM on high-quality photographs using a model adapted from the open-source
library OpenSIM. The simulation can be further optimised to reflect the properties of the experimental
system for which the reconstruction method is desired, for example to match the pixel size of the detector
or numerical aperture of the detection optics. The outputs of the simulation are image stacks of the same
size as those acquired by the microscope (here 9 frames).

noise and irregularities in the illumination patterns of the raw SIM input frames. Since ML-SIM
does not require the acquisition of experimental training data, the method can be efficiently
adapted to any specific experimental SIM implementation. I compare the reconstruction quality
enabled by ML-SIM with current state-of-the-art SIM reconstruction methods and demonstrate
advantages in terms of generality and robustness to noise for both simulated and experimental
inputs, thus making ML-SIM a useful alternative to traditional methods for challenging imaging
conditions. Additionally, reconstruction of a SIM stack is accomplished in less than 200 ms on
a modern graphics processing unit, enabling future applications for real-time imaging. Source
code and software for the method are available at http://ML-SIM.github.io.

5.1.1 Introduction

Structured illumination microscopy (SIM) is an optical super-resolution imaging technique
that was proposed more than a decade ago [187, 72, 59, 60, 182], and continues to stand as a
powerful alternative to techniques such as Single Molecule Localization Microscopy (SMLM)
[144, 9] and Stimulated Emission Depletion (STED) microscopy [75]. The principle of SIM
is that by illuminating a fluorescent sample with patterned illumination, interference patterns
are generated that contain information about the fine details of the sample structure that are

http://ML-SIM.github.io
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Figure 5.2: Generation of training datasets for ML-SIM. Column 1: Sample from test partition of dataset
(ground truth) transformed to a raw data stack of 9 frames via simulation of the SIM imaging process.
Two different orientations are shown for the excitation patterns. Column 2: Wide-field image, obtained
as the mean of the 9 raw frames. Column 3: Super-resolved image obtained through reconstruction
with ML-SIM. Column 4: Ground truth. The image quality metrics shown in brackets are the peak
signal-to-noise ratio and the structural similarity index [205], respectively.

unobservable in diffraction-limited imaging. In the simplest case of a sinusoidal illumination
pattern with a spatial frequency of k0, the images acquired are a superposition of three copies
of the sample’s frequency spectrum, shifted by +k0, 0, and -k0. The super-resolution image
can be reconstructed by isolating the three superimposed spectra and shifting them into their
correct location in frequency space. The resulting spectrum is then transformed back into
real space, leading to an image that is doubled in resolution. Isolating the three frequency
spectra is mathematically analogous to solving three simultaneous equations. This requires
the acquisition of three raw images, with the phase of the SIM patterns shifted with respect
to one another along the direction of k0. Ideally, these phase shifts are in increments of 2π/3
to ensure that the averaged illumination, i.e. the sum of all patterns, yields a homogeneous
illumination field. Finally, to obtain isotropic resolution enhancement in all directions, this
process is repeated twice, each time with the patterns rotated by 2π/3, to yield a total of 9
images (i.e. 3 phase shifts for each of the 3 pattern orientations).

While SIM can be extended to resolve features down to the 50-60 nm range [110, 169],
it does not offer the highest resolution of the available super-resolution methods. However,
the inherent speed of SIM makes it uniquely suited for live-cell imaging [193, 218]. SIM
also requires relatively low illumination intensities, and therefore reduces phototoxicity and
photobleaching compared to other methods. Many of the drawbacks of SIM relate to the
reconstruction process, which can be time-consuming and prone to artefacts. In all but optimal
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imaging conditions, deviations from the expected imaging model or the incorrect estimation
of experimental parameters (pixel size, wavelength, optical transfer function, image filters,
phase step size etc.) introduce artefacts, degrading the final image quality [5]. This becomes
especially prominent for images with low signal-to-noise ratios, where traditional methods
will mistakenly reconstruct noise as signal, leading to artefacts that can be hard to distinguish
from real features in the sample. At worst, the reconstruction process fails completely. These
issues can introduce an element of subjectivity into the reconstruction process, leading to
a temptation to adjust reconstruction parameters until the ’expected’ result is obtained. In
addition, traditional reconstruction methods are computationally demanding. The processing
time for a single reconstruction in popular implementations such as FairSIM [146], a plugin for
ImageJ/Fiji, and OpenSIM running in MATLAB [103], can reach tens of seconds even on high-
end machines, making real-time processing during SIM image acquisition infeasible. Finally,
traditional methods cannot easily reconstruct images from SIM data that is underdetermined,
e.g. inputs with fewer than 9 frames and / or recordings with uneven phase steps between frames.
These drawbacks limit the applicability of SIM when imaging highly dynamic processes [194].
Examples include the peristaltic movement of the endoplasmic reticulum [78] or the process of
cell division [163], which require low light level imaging at high speed to reduce the effects of
phototoxicity and photobleaching.

In this work, I propose a versatile reconstruction method, ML-SIM, that addresses these
issues with transfer learning. Transfer learning is a branch of machine learning that aims to
exploit the knowledge obtained in an auxiliary domain to facilitate solving a specific task in
the target domain [159]. While there are several methods to achieve this, a modern approach
is to train a deep neural network to solve a similar task on a large dataset in the auxiliary
domain, after which the network can be fine-tuned by slight changes to network architecture
and retrained on a much smaller set of examples from the target domain [125]. ML-SIM uses
an end-to-end deep residual neural network that is trained in an auxiliary domain consisting of
simulated images using a high degree of randomisation. The training in the auxiliary domain is,
in our case, sufficient for the network to generalise to a wide range of practically encountered
conditions. This means that further fine-tuning of the model by training on real-world datasets,
e.g. obtained from actual SIM experiments, is mostly not necessary. However, further fine-
tuning and retraining is possible and supported by ML-SIM, thus offering maximal flexibility
of the method to work for any experimental SIM implementation. Importantly, no output
images from traditional reconstruction methods are required for training, thereby avoiding
having the network undesirably learn to reproduce the reconstruction artefacts that affect
traditional methods. In a recent study [86], the problem of performing SIM reconstruction with
a neural network, using U-Net [173], was attempted in exactly this manner of using traditional
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reconstructed outputs as targets for training, thus simply approximating the current methods
and prohibiting the network from becoming superior. Furthermore, the proposed deep residual
network of ML-SIM is found to be significantly more capable of SIM reconstruction than the
simpler U-Net — see Section 5.1.4. The training data in the auxiliary domain is generated by
a simulation of the SIM imaging process, cf. Figure 5.1. It is due to these training pairs of
synthetic inputs and ideal, high-resolution targets (ground truths) for supervised learning that
ML-SIM avoids exposing the model to the traditional reconstruction artefacts. Although the
training data used is simulated and unrelated to real microscopic samples, I find that the method
indeed generalises beyond the auxiliary domain, and I demonstrate successful application
to experimental data obtained from two distinct SIM microscopes. This greatly empowers
the method in the context of generalised reconstruction for super-resolution SIM imaging,
since models can be customised to SIM setups of any configuration by changing simulation
parameters used in the generation of the training data.

5.1.2 Methods

Convolutional neural networks

Artificial neural networks consist of a sequence of layers that each performs a simple operation,
typically a weighted sum followed by a non-linear activation function, where every weight
corresponds to a neuron in the layer. The weights are trainable, meaning that they are updated
after every evaluation of an input performed during training. The updating scheme can be as
simple as gradient descent with gradients determined via backpropagation of a loss calculated
as the deviation between the network’s output and a known target. A convolutional layer is no
different but utilises spatial information by only applying filters to patches of neighbouring
pixels. The number of learned filters in one layer is a parameter but is typically a power of 2,
such as 32, 64 or 128. The network links past layers to present layers by skip connections to
avoid the vanishing gradient problem. This type of architecture is known as a residual neural
network [70].

Motivated by the results summarised in Figure 5.8, and with the certainty that the entire
input stack is utilised for the output reconstruction, the RCAN architecture was chosen for
ML-SIM. The depth of the network was chosen to be around 100 convolutional layers (10
residual groups with 3 residual blocks). The network was then trained for 200 epochs with a
learning rate of 10−4, which was halved after every 20 epochs, using the Adam optimiser [97].
The models were implemented with Pytorch and trained using an Nvidia Tesla K80 GPU for
approximately a day per model. Models have been trained on the DIV2K dataset [2], which
consists of 1000 high-resolution images of a large variety of objects, patterns and environments.
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Figure 5.3: Reconstruction of SIM images from four different samples imaged on two different
experimental SIM set-ups. Microscope 1 uses a spatial light modulator for stripe pattern generation
[48], while microscope 2 uses interferometric pattern generation. Both instruments were used to image a
sample consisting of fluorescent beads and biological samples featuring the endoplasmic reticulum (ER)
and a cell membrane, respectively. (Top) Full field-of-view images where each upper left half shows the
reconstruction output from ML-SIM and each lower right half shows the wide-field version taken as the
mean of the raw SIM stack. (Bottom) Cropped regions of reconstruction outputs from OpenSIM [103],
CC-SIM [215], FairSIM [146] and ML-SIM. Panels in rows 2 to 5 correspond to regions indicated by
coloured boxes in the full-frame images.

A small set of randomly selected images were reserved for validation testing during training,
but otherwise the entire dataset was used for training.
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Generating simulated data

Based on the image formation model of Equation (2.6), 9 images were generated for each
target image, corresponding to three phase shifts for each of three pattern orientations – see
Figure B.3 for a depiction. The PSF is modelled using a Bessel function of order 1, which as
described in Section 2.1.1 is the theoretical solution for light propagation through a circular
aperture. The function used is given by

h(r,θ) =
(

J1(sr)
sr

)2

, (5.1)

where (r,θ) are the polar coordinates in the sample plane and s is a scaling factor used to
adjust the PSF/OTF width. The value of s used is in the range of 0.6-0.9, and physically it is
proportional to both the wavenumber and the numerical aperture [140].

In addition to the Gaussian noise, N(x,y), in (2.6), added pixel-by-pixel, a random error
is added to the parameters for the stripe patterns, k0, θ and φ , to approximate the inherent
uncertainty in an experimental setup for illumination pattern generation. The importance of
including these types of errors is described in Section B.1.7. The use of ML-SIM with different
configurations of phase shifts and pattern orientations is covered in Section B.1.6. The option
of using Poisson noise rather than Gaussian noise is explored in Section B.1.5.

The images generated from Equation (2.6) are used as inputs in a supervised learning
approach. The targets used to calculate loss for optimising the neural network are the clean
grayscale source images used as S(x,y). These targets could as well be blurred with a PSF
corresponding to the best theoretically achievable resolution of standard SIM, but as explored
in Section B.1.9 this is not found to be beneficial, and instead the unmodified source images
are used as targets and referred to as ground truths. The values for m and k0 that are used for
data generation are given in Section B.1.7.

5.1.3 Structured illumination microscopy methodology

Microscopy

For the experimental data described in Section 5.1.4, two custom-built SIM microscopes were
used. For the imaging of the endoplasmic reticulum (ER), a SIM instrument based on a phase-
only spatial light modulator was used. The microscope objective used was a 60X 1.2 NA water
immersion lens and fluorescence was imaged with a sCMOS camera. Cells were labelled with
VAPA-GFP and excited by 488 nm laser light. For the imaging of the cell membrane, a novel
SIM setup based on interferometry for the pattern generation was used [120]. In this system,
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Figure 5.4: SIM methodology visualised in frequency space. (A) Raw image captured during SIM.
Scale bar is 5 µm. (B) 2D Fourier transform of A. The resolution limit can be visualised as a cutoff
frequency kd beyond which no spatial frequency information from the sample is collected. The frequency
components of the striped illumination pattern are visible as bright peaks close to the cutoff frequency.
(C) The frequency components of the excitation pattern, k0, are chosen to be as close to the diffraction
limit as possible, to maximise resolution increase. The interference of the patterned illumination with
the sample pattern means the observed region of frequency space now contains frequency components
from outside the supported region, shifted by ±k0. (D) By shifting the phase of the pattern, the regions
of frequency space can be isolated and moved to the correct location in frequency space. The maximum
spatial frequency recovered is now kd + k0.

the angle and phase shifts are achieved by rotating a scanning mirror, the repeatability of which
introduces uncertainty into the phase shifting. The microscope objective used was a 60X 1.2
NA water immersion lens, and fluorescence was imaged with an sCMOS camera. The cell
membrane was stained with a CAAX-Venus label and excited with 491 nm laser light. On both
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Figure 5.5: Reconstruction of a SIM image of tubulin structures. The reconstruction output of ML-SIM
is compared with a wide-field projected image and FairSIM. (Top) Full field-of-view of reconstructed
image and line profiles across two parallel microtubules at the position indicated by the red line. While
the microtubules are not resolved in wide-field mode, both ML-SIM and FairSIM enable them to be
clearly distinguished. (Bottom) Cropped regions of the reconstruction outputs corresponding to the area
enclosed by the yellow rectangle.

systems, 200 nm beads labelled with Rhodamine B were excited by 561 nm laser light. For both
images, the traditional reconstruction methods that have been tested managed to reconstruct the
raw SIM stacks, although with varying success for the interferometric SIM setup due to the
irregularity of the phase stepping.

5.1.4 Results

Using machine learning to train a reconstruction model

ML-SIM is built on an artificial neural network. Its purpose is to process a sequence of raw
SIM frames (i.e. a stack of nine images representing the number of raw images acquired in a
SIM experiment), into a single super-resolved image. To achieve this, a supervised learning
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approach is used to train the network, where pairs of inputs and desired outputs (ground truths)
are presented during training to learn a mapping function. These training data could be acquired
on a real SIM system using a diverse collection of samples and experimental conditions.
However, the targets corresponding to the required inputs are more difficult to obtain. At least
two approaches seem possible: (A) using outputs from traditional reconstruction methods as
targets [86]; and (B) using images from other super-resolution microscopy techniques that are
able to achieve higher resolution than SIM (e.g. SMLM or STED). Option (A) would prohibit
ML-SIM from producing reconstructions that surpass the quality of traditional methods and
would be prone to reproducing the artefacts mentioned in Section 5.1.1. Option (B) requires a
capability to perform correlative imaging of the same sample, which may be difficult to achieve
since training requires hundreds or even thousands of distinct data pairs [67]. In addition,
both approaches require the preparation of many unique samples to build a training set diverse
enough for the model to generalise well. Hence, these options were not pursued in this work,
and instead I approached the problem by starting with ground truth images, and simulating
inputs by mimicking the SIM process in silico, allowing for very diverse training sets to be
built. I used the image set DIV2K [2], which consists of 1000 high-resolution images of a large
variety of objects, patterns and environments. To generate the SIM data, images from the image
set were resized to a standard resolution of 512×512 pixels and transformed to grayscale. Raw
SIM images were then calculated using a SIM model adapted from the OpenSIM package
[103]. The model and underlying parameters are described in Section 5.1.2. The simulated raw
SIM stacks were used as input to the neural network and the output compared to the known
ground truth in order to calculate a loss to update the network weights. Figure 5.1 shows an
overview of the training process with an example of a simulated SIM input. The architecture of
the neural network is further described in Section B.1.3.

Application of the trained model

For a start, I tested that the network had learned to reconstruct simulated SIM stacks. Prior
to training, a separate partition of DIV2K was selected for testing. A sample from this test
partition is shown in Figure 5.2. The stripe pattern for two of the nine frames of the input
SIM stack is shown in the leftmost panel. The stripe patterns cancel out when all 9 frames are
summed together (second column), and this corresponds to the case of even illumination in a
wide-field microscope. Compared to the wide-field image, the reconstruction from ML-SIM is
seen to have a much improved resolution with a peak signal-to-noise ratio (PSNR) value more
than 7 dB higher, as well as a significantly higher structural similarity index (SSIM). Beyond
these metrics, several features of the image can be seen to be resolved after reconstruction that
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were not visible beforehand, such as the vertical posts seen to the right side of the cropped
region.

It should also be noted that the reconstruction has not amplified the noise by introducing
any evident artefacts, even though the input image featured a significant amount of Gaussian
noise in addition to randomisation of the stripe frequency and phase – see Section 5.1.2 for
definitions of those parameters. As further described in Section 5.1.2, the neural network
underlying ML-SIM is different to those of generative networks, which means that the model
is more strongly penalised during training for introducing image content that is not in the
real image. I argue that, even though this results in slightly more blurred output images than
would be achievable with a generative network[105, 204], the absence of artificial features is
preferable in scientific imaging applications. This trade-off is referred to as minimising the
mathematical reconstruction error (e.g. root-mean-square deviation) rather than optimising the
perceptual quality [12, 197].

While ML-SIM is able to reconstruct simulated SIM stack inputs, it is of course only
valuable if it also works on real SIM data, acquired experimentally. The ML-SIM model was
trained on input data from simulations, using data bearing little resemblance to real-world
biological SIM data. Any success for real-world SIM reconstructions, therefore, requires the
model to have generalised the SIM process in such a way that it becomes independent of image
content and sample type. This requires a realistic simulation of the SIM imaging process to
generate training data that is sufficiently diverse, and reflects measurement imperfections as
encountered in practical SIM imaging. The former was avoided through the use of a diverse
training dataset, and the latter through the use of the well-known imaging response function
(Section 5.1.2, Equation (2.6)), and introduction of uncertainty in the stripe patterns. To test
ML-SIM on experimental data, SIM images of different samples were acquired with two
different SIM setups [221]. The resulting reconstructed outputs are shown in Figure 5.3, in
which they are compared to outputs of traditional reconstruction methods: OpenSIM [103], a
cross-correlation (CC-SIM) phase retrieval approach [215, 24], and FairSIM [146]. The images
are grayscale images of signal intensity mapped to the Viridis colour table. ML-SIM is seen to
obtain resolution on par with the other methods but produces less noisy background and fewer
artefacts. The bottom two rows of images of beads and cell membranes were acquired with
phase steps deviating from the ideal 2π/3. This reflects a difficulty with the interferometric
SIM setup (see Section 5.1.2) to achieve equidistant, and precisely defined, phase steps for
each illumination pattern angle. This means that the reconstruction algorithm must handle
inconsistent phase changes, a factor only the cross-correlation method was capable of handling.
However, although CC-SIM has improved resolution, artefacts are apparent, seen as vertical
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Figure 5.6: Reconstructions of a test target with OpenSIM and ML-SIM and comparison to the ground
truth. OpenSIM was found to be the best performing traditional method on this test sample, both in
terms of PSNR and SSIM with the other methods achieving PSNR scores of 12.56 dB (CC-SIM) and
12.88 dB (FairSIM).

lines and ringing in the images. ML-SIM, on the other hand, reconstructed with fewer artefacts
and strongly improved background rejection.

To further demonstrate the super-resolution performance of ML-SIM, a sample of 30 nm
microtubules labelled with Alexa-647 was imaged on microscope 1. The reconstruction outputs
and line profiles across neighbouring microtubules for both ML-SIM and FairSIM are shown
on Figure 5.5. The displayed cropped region contains two parallel microtubules which are
separated by a gap of size below the diffraction limit and thus not resolved in the wide-field
image. In the outputs from ML-SIM and FairSIM, the gap is clearly visible. The distance
between the peaks in the line profiles for ML-SIM and FairSIM is ≃ 150 nm, which is close to
the theoretically achievable resolution with standard SIM [59]. Analysis of the resulting OTFs
after reconstruction is also provided in Section B.1.8.

The application of ML-SIM to TIRF-SIM image data using a sample image from the official
FairSIM test image repository is described in Section B.1.10.

Performance assessment

I performed a quantitative comparison of ML-SIM with traditional reconstruction methods on
reconstructions of simulated raw SIM stacks generated from two image datasets; a subset of
10 DIV2K images, unseen during training, and 24 images from a dataset referred to as Kodak
24, commonly used for image restoration benchmarking [2, 108]. Parameters for OpenSIM,
CC-SIM and FairSIM were all systematically adjusted to produce the highest achievable
output quality possible. Consequently, each method required completely different parameter
configurations than those used for reconstructions of the experimental data shown in Figure 5.3.
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For ML-SIM however, there were no tunable parameters. The optical transfer function (OTF)
is estimated within each method even though the function is known for the simulated images –
this is the same premise as for the reconstruction of the experimental samples in Figure 5.3,
for which the OTFs were unknown. Each method applies an identical Wiener filter to the final
reconstruction output, whereas the output of ML-SIM is untouched. The performance scores of
all methods averaged over the entire image sets are listed in Table B.1 with scores for wide-field
as a reference in terms of peak signal-to-noise ratio (PSNR) and structural similarity index
(SSIM). For both metrics, ML-SIM has the highest scores with a PSNR that is ~2 dB higher
than that of OpenSIM. CC-SIM and FairSIM lag behind, but both methods still succeed in
improving the input beyond the baseline wide-field reference. The performance gap between
OpenSIM and the other traditional methods is likely due to a better estimation of the OTF,
because OpenSIM assumes an OTF that is similar to the one used when simulating the SIM
data.

A more challenging test image than those based on DIV2K and Kodak 24 images is shown
in Figure 5.6. This simulated test image is reconstructed with the same three traditional
methods. OpenSIM is found to achieve the best reconstruction quality of the three with a PSNR
score of 13.84 dB versus 12.56 dB for CC-SIM and 12.88 dB for FairSIM. The same image
reconstructed with ML-SIM results in a PSNR score of 16.32 dB – again about 2 dB higher
than that of OpenSIM. Two cropped regions comparing OpenSIM and ML-SIM are shown
in Figure 5.6. The area in the upper right corner of the test image is particularly challenging
to recover due to the single-pixel point patterns and the densely spaced vertical lines. While
the points vanish in the wide-field image, these are recovered both by OpenSIM and ML-SIM.
The resolution of the point sources are slightly superior in the ML-SIM reconstruction, and
ML-SIM manages to recover the high-frequency information in the top line pattern very well.
Overall it is also seen that the reconstruction from ML-SIM contains much less noise, which is
especially evident in the zoomed region of the face. This suggests that ML-SIM is less prone
to amplify noise present in the input image. I tested this further by gradually adding more
Gaussian image noise to the input image, and again comparing the reconstructions from the
various methods. The results of this test are shown in Figure 5.7, where it is clearly seen that
ML-SIM performs best at high noise levels. As more noise is added the gap in performance is
seen to increase between ML-SIM and the other models indicating that the neural network has
learned to perform denoising as part of the reconstruction process. This is supported by the
cropped regions on the right side of the figure, which show a higher level of detail in the image
when compared to the input, wide-field and OpenSIM images. OpenSIM was found to perform
consistently well in this noise test, whereas FairSIM and CC-SIM struggled to reconstruct at
all for higher noise levels. This is not surprising, since added noise may cause the parameter
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Figure 5.7: (Left) Reconstruction quality as measured by the structural similarity index, SSIM, as a
function of the amount of noise added to an input image. Gaussian noise is added to every frame of the
raw SIM stack. Noise is normally distributed with a standard deviation η ·σ , where σ is the standard
deviation of the input image. (Right) Images at low (η = 0) and high noise levels (η = 9) reconstructed
with OpenSIM and ML-SIM, respectively. PSNR and SSIM scores using the ground truth as reference
are shown in the lower right-hand corner of every image.

estimation to converge to incorrect optima, which can heavily corrupt the reconstruction outputs.
As a result, the reconstruction outputs from FairSIM and CC-SIM were of poorer quality than
the wide-field reference at higher noise levels.

Several architectures were tested as part of this research to select the one most suitable for
ML-SIM. U-Net [173] is a popular, versatile and easily trained network, but its performance
was found to fall short of state-of-the-art single image super-resolution networks such as EDSR
[114] and RCAN [227]. These super-resolution networks have been customised to be able to
handle input stacks of up to 9 frames and output a single frame with no upsampling, i.e. the
upsampling modules of those networks have been omitted – see Figure B.2 for a depiction. In
addition to testing different network architectures the number of frames of the input raw SIM
stack, up to a total of 9, was also varied. In the left-hand side of Figure 5.8 the convergence of
test scores on a validation set during training are shown for the various architectures and input
configurations considered. It is found that SIM reconstruction with subsets containing only 3
or 6 frames still performed significantly better than if the network learns to perform a simpler
deconvolution operation by just training on a wide-field input. This confirms that the network
learns to extract information from all 9 frames in the full stack versus a subset of it or the mean
of its frames. Only using a subset of 3 frames does however cause a substantial reconstruction
quality loss compared to using 6 frames, which is not surprising since the corresponding
analytical reconstruction problem becomes underdetermined for fewer than 4 frames [194].
The RCAN model performed better than EDSR with a consistently higher PSNR score when
trained on all 9 frames, while performing similarly to EDSR when trained with 3 fewer frames.
Based on these results RCAN was chosen as the default architecture for ML-SIM. The fact that
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Figure 5.8: (Left) Validation test set scores during training for different network architectures and input
dimensions. The two state-of-the-art single image super-resolution architectures, RCAN and EDSR,
have been modified to perform SIM reconstruction. The number of frames of the raw SIM stack, up to
a total of 9, is also varied to confirm that the network learns to extract information from all 9 frames
in the full stack. (Right) Computation time for reconstruction of a single raw SIM stack of 9 frames.
The shown run times are averages of 24 consecutive reconstructions with sample standard deviations of
0.0034, 0.13, 0.51 and 3.7 seconds for ML-SIM, FairSIM, CC-SIM and OpenSIM, respectively.

reconstruction with fewer than 9 frames is possible could be exploited for compressed, faster
SIM imaging as done in [86] using a U-Net model, although this inevitably comes at a loss of
quality.

Regarding the computation time for each reconstruction method, I measured the average
time for reconstructing the raw SIM stacks based on the Kodak 24 image dataset one by one.
The timing for each method is then the mean of 24 time samples with an associated standard
deviation. The timings are shown on the right-hand side of Figure 5.8. Computations were
performed on a computer running Windows 10 with an Intel i5 6500 CPU, 16 GB DDR4 RAM
and an Nvidia GTX 1080 Ti GPU. ML-SIM finishes a reconstruction in less than 200 ms, which
is more than an order of magnitude faster than the other methods. Substantial speed-ups are to
be expected when using neural networks due to the computations being greatly parallelisable,
thus making it easy to use GPU acceleration – this was similarly found in [150], where a neural
network was used for reconstruction of stochastic optical reconstruction microscopy images.
The traditional methods for SIM reconstruction are more difficult to parallelise, partly because
the numerical optimisation algorithms needed for parameter estimation tend to be iterative and
sequential. This therefore provides a computational advantage of ML-SIM. At ~170 ms per
reconstructed image from a SIM stack of 9 frames, the reconstructed image rate is about 6 per
second, corresponding to an imaging system that captures 54 frames per second, which could
provide fluent, real-time, super-resolution feedback to the user during image acquisition.
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Web app, desktop app and source code

The source code for training ML-SIM and applying the model for reconstruction is available
in a public repository on GitHub, https://github.com/charlesnchr/ML-SIM, and figshare [30].
This repository includes source code for generating the training data by simulating the SIM
imaging process with parameters that can be easily adapted to reflect specific SIM setups (e.g.
by changing stripe orientations, number of frames, etc.). The repository also holds source code
for a desktop program with pre-built installers for Windows, macOS and Linux. The program
makes it easy to use ML-SIM and perform batch processing via a graphical user interface.
During installation required dependencies such as Python, Pytorch and pre-trained ML-SIM
models are automatically fetched. If the pre-trained models perform suboptimally, it is easy
to train a new model that is more specific to a given SIM setup and set the program to use
this custom model for reconstruction. The program includes a plugin for µManager [44] that
enables a real-time live-view of ML-SIM reconstructed output during acquisition in many
imaging systems thanks to the wide support of camera drivers in µManager. See Section B.1.1
for more details. Furthermore, I have created a web app accessible via http://ML-SIM.github.io
with a browser-based online implementation of ML-SIM that is ready for quick testing using a
pre-trained model and does not require installation of any software.

Fully synthetic data generation

The ML-SIM approach that has been described in the preceding sections rely on a diverse
underlying image dataset for synthesising rich training data using the SIM image formation
model Equation (2.6). However, besides rationalising the requirement of using a diverse dataset
with the need for the model to generalise, no empirical evidence has been provided to show
why fully synthesised image data may be problematic. Fully synthesised image data in this
context refers to procedurally generated images produced by an algorithm rather than using
a set of photographs, e.g. the DIV2K dataset, as input to the image formation model. In this
section, I will briefly consider how fully synthetic image data qualitatively can give rise to
poorer reconstruction quality for a trained model, and an example of how fully synthetic image
data can be beneficial is also given.

To simulate natural images, I use the scale-invariant “dead leaves"" model proposed in
[106]. The model is based on a set of disks with random radii from a 1/r3 distribution that
are randomly added to an image, overlapping and occluding other disks. Naturally occurring
objects in photographs follow such a cubic power law, which is supported by findings in [106]
where empirical statistics of natural images are reported to have an excellent agreement with

https://github.com/charlesnchr/ML-SIM
http://ML-SIM.github.io
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Source image Wide-field image Synthetic SIM image

Figure 5.9: Fully synthetic image generated by following the dead leaves model [106]. (Left) The
original dead leaves image. (Centre) Wide-field projection of image stack when using the SIM image
formation model Equation (2.6). (Right) A SIM frame from the image stack produced by the image
formation model.

dead leaves images. The colour of a disk is assigned according to a uniform random distribution.
An example of an image based on the dead leaves model can be seen in Figure 5.9.

One advantage of a fully synthetic image generation model is that an unlimited number
of training pairs can be produced. This makes it easy to build a large training dataset, which
enables the training of a neural network by following the same approach as for the ML-SIM
models in the preceding sections. With a dataset of 10,000 training images and a network with
the RCAN architecture, a model is obtained that is highly capable of reconstructing dead leaves
images. However, when attempting to reconstruct one of the more complex SIM images based
on the DIV2K dataset, it becomes clear that the simple shapes of the disks have caused a bias
in how the reconstruction recovers structural information. An example of this is shown on
Figure 5.10, where the reconstruction output appears to have a spot-like texture in the regions
with more detail. This result may not be a surprise given that the model has only ever seen
disks in the training data, although of varying size, and therefore will have a propensity towards
introducing shapes resembling disks. Qualitatively, this indicates that the lack of detailed,
high-frequency information in the training data as well as diverse geometries can cause the
model to not generalise and not perform very well on test data.

Although more realistic and complex models for image generation could potentially be
made, it is likely a steep task in itself to design an algorithm that can approximate the richness
of natural images. Recently, generative models based on a mechanism called stable diffusion,
such as DALL-E 2 [168], have proven able to output remarkably diverse and complex images.
It is possible that such networks could provide purely generated training data that would be
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Figure 5.10: Reconstruction of a SIM image based on the DIV2K dataset, which has image content that
is significantly more complex than the dead leaves images. The original image is shown on the left with
the reconstruction output next to it. On the right half of the figure are two cropped regions that highlight
differences in the high-frequency regions of both foreground and background.

useful for training a SIM reconstruction model, but before such models become more common,
using natural images as input to a SIM image formation model is probably the best choice.

However, fully synthetic images could have other uses such as testing or tweaking an
already trained ML-SIM model. With a particular spatial distribution and disks of smaller,
fixed radius, one could attempt to approximate images of beads. Some examples are shown
on Figure 5.11 with the layout of beads in two different spatial distributions. By generating a
set of such images and retraining already trained models with relatively few updates, I have
qualitatively observed that ML-SIM models can be fine-tuned towards reconstructing images
of beads with slightly higher fidelity. Spot-like shapes resembling blobs of diffracted point
sources are typical for fluorescence microscopy images but probably less so in natural images
of macroscopic objects such as in the DIV2K image dataset. Therefore, there could be a benefit
to having a subset of a training dataset consist of fully synthetic images with point sources.
This is something that could be explored more thoroughly, but based on a few attempts, I
have not found the slight reconstruction improvements to point-like shapes worthwhile and in
the interest of maximising the versatility of ML-SIM, I have favoured diverse image datasets
without any proportion of fully synthesised imagery.

5.1.5 Discussion

I have demonstrated and validated a SIM reconstruction method, ML-SIM, which takes advan-
tage of transfer learning by training a model in an auxiliary domain consisting of simulated
images and generalises to the target task of reconstructing experimental SIM images with no
fine-tuning or retraining necessary. The training data was generated by simulating raw SIM im-
age data from images obtained from common image repositories which served as ground truths.
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Figure 5.11: Synthetic images of beads with certain densities and spatial distributions could be useful
in testing and possibly fine-tuning ML-SIM models. Two examples on the left show beads with a spatial
distribution according to uniform random distribution. On the right are two examples where beads have
a higher probability to co-locate creating clusters that mimic e.g. the experimentally acquired images of
beads on Figure 5.3.

ML-SIM successfully reconstructed artificial test targets that were of a completely different
nature than the diverse images used to generate the training datasets. More importantly, it suc-
cessfully reconstructed real data obtained by two distinct experimental SIM implementations.
I compared the performance of ML-SIM to widely used reconstruction methods: OpenSIM
[103], FairSIM [146], and CC-SIM [215]. In all cases, reconstruction outputs from ML-SIM
contained less noise and fewer artefacts, while achieving similar resolution improvements.
Through randomisation of phase shifts in the simulated training data, it was also possible
to successfully reconstruct images that could not be processed successfully with two of the
traditional reconstruction methods. ML-SIM shows robustness to inconsistent variations in
the SIM imaging parameters and deviations from equidistant phase shifts. Similarly, ML-SIM
reconstructed images that were strongly degraded by noise even when other methods failed.

A central advantage of the transfer learning approach of the ML-SIM method is that
the simulated data that constitute the auxiliary domain can be made arbitrarily diverse by
randomisation of optical parameters, enabling the model to become highly generalised for
the target task. Furthermore, the simulation can also be optimised to a specific system by
changing relevant optical parameters. In principle, this makes the method applicable to any
SIM setup irrespective of its configuration. For instance, a SIM setup with another illumination
pattern configuration, e.g. 5 orientations and 5 phase shifts (5×5 stacks), is trivial to support
with ML-SIM by changing just two parameters in the pipeline. General, pre-trained models
for SIM microscopes with configurations for 3× 3, 3× 5 and 5× 5 stacks are provided at
http://ML-SIM.github.io along with source code and software to use them.

A future direction could be to fine-tune the training data by incorporating a more sophis-
ticated image formation model. This image formation model might also take certain optical

http://ML-SIM.github.io
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aberrations into account. Currently, out-of-focus light from above and below the focal plane is
not simulated in the training data. As with the other reconstruction methods, this can result
in artefacts in regions of the sample with dense out-of-focus structures. Given that the spatial
frequency information required to remove this background is available in SIM, it is possible
that an updated ML-SIM network could be constructed to incorporate an efficient means for
background rejection [167, 151].



5.2 Speckle SIM 113

5.2 Speckle SIM

So far in this chapter, I have treated SIM as a technique that relies on illumination with fringe
illumination, i.e. a sinusoidal illumination pattern. However, SIM does not necessarily need
this to work as pointed out in Section 2.2.4. There is previous work on using spot illumination
[206] and speckle patterns [145, 3]. In this section, I will consider the most generic case
of illumination, where nothing is controlled and the pattern is purely random, i.e. speckle
pattern. This calls for a different approach to reconstructing data because the analytical Fourier
formalism is of little use when the support in frequency space is similarly poorly defined.
This generic implementation of SIM is referred to in the literature as speckle SIM [140] and
reconstruction requires solving an optimisation problem that is less well-posed than for regular
SIM. I have implemented the Blind-SIM reconstruction algorithm of [145], which is the original
paper that proposed a method called Blind-SIM. Furthermore, I have also studied the problem
of blind SIM in the context of ML-SIM as well, and I have trained models with training data
that has been synthesised with a speckle pattern image formation model. In this section, I will
assess the potential for an ML-SIM based method to solve this more difficult reconstruction
problem by comparing it to the regular approach in the literature.

5.2.1 Speckle illumination patterns

Speckle patterns arise from interference of coherent light that has been put out of phase due to
reflection from a surface or scattering from propagation through a diffuser. The knowledge of
the microscopic structure of the surface from which light is reflected, or the composition of the
diffuser, cannot be known. Therefore, it is necessary to address speckle patterns in statistical
terms. Speckle patterns are often modelled with a random walk approach. This is because the
speckle effect results from the interference of many waves with the same frequency but with
different phases and amplitudes. The waves interfere both constructively and destructively, thus
forming a resultant wave whose intensity varies randomly. If we model each wave as a vector,
then it follows that the magnitude of the resulting vector can be anything from zero to the sum
of magnitudes of all the individual vectors. Hence, the final speckle can be viewed as a product
of a 2-dimensional random walk. The statistics and physics of the random interferences that
cause speckle patterns have long been understood [55]. For polarised light, the probability
density function of the intensities across a speckle pattern is given by

P(I) =
1
⟨I⟩

exp
(
−I
⟨I⟩

)
, (5.2)

where ⟨I⟩ is the average intensity.



114 Reconstruction for SIM

Figure 5.12: Reconstruction scheme with the Blind-SIM algorithm. Given a set of speckle patterns
that illuminate a sample, the algorithm performs the joint optimisation problem of determining both the
illumination patterns and the sample fluorescence density.

Due to its complexity, or random nature, one may think it is difficult to estimate the intensity
distribution given a measurement of a sample illuminated by a speckle pattern. However, this is
the very approach taken by Mudry et al. [145], in which a stack comprising N acquisitions with
different speckle illumination patterns is used to estimate the fluorescence signal in addition to
the N speckle pattern. This approach is depicted on Figure 5.12.

5.2.2 A numerical optimisation method for speckle SIM

As for fringe SIM, Equation (2.6), the image formation model is assumed to be given by the
convolution of the PSF h and the fluorescence density, Iρ , where I is the spatially varying
illumination pattern and ρ is the fluorophore density, i.e.

M = (Iρ)⊗h, (5.3)

where ⊗ is the convolution operator. For the blind SIM problem, we consider a sample that is
successively illuminated by L distinct illumination patterns Il=1,..,L. It is assumed that there is
no motion in the time window of the acquisition of these L images, and therefore the fluorophore
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density can be treated as constant. The individual images can thus be written

Ml=1,..,L = (Ilρ)⊗h. (5.4)

Based on these L images, the goal is to reconstruct both the fluorophore density and the L
incident light patterns. Collectively, this corresponds to solving for L+ 1 unknowns given
L equations, which means the problem is underdetermined and thus ill-posed. To turn the
reconstruction problem into a well-posed optimisation problem, the constraint that the sum of
all the incident intensities must be homogeneous over the sample plane is introduced. In other
words, this means that the sample is uniformly illuminated when accumulating all of the L light
patterns. The constraint can be written as

L

∑
l=1

Il ≈ LI0, (5.5)

where I0 is the baseline intensity that is constant over the sample plane. Using this constraint the
number of unknowns can be reduced by expressing the last illumination pattern as a function
of the other patterns

IL = LI0 −
L−1

∑
l=1

Il. (5.6)

As a result the L− th equation from Equation (5.4) can be rewritten as

ML =

[(
LI0 −

L−1

∑
l=1

Il

)
ρ

]
⊗h, (5.7)

which is now fully determined from the L other unknowns. The fluorophore density in addition
to the L−1 first light patterns are jointly estimated using an iterative numerical optimisation
method that minimises the objective function

F(ρ, Il=1,...,L−1) =
L−1

∑
l=1

∥Ml − (Ilρ)⊗h∥2 +∥ML −

[(
LI0 −

l=1

∑
L−1

Il

)
ρ

]
⊗h∥2, (5.8)

where ∥.∥ is the elementwise, pixel-by-pixel, Euclidean norm.
To solve Equation (5.8) using an iterative optimisation algorithm, the gradients of the

objective function are required. Mudry et al. derive the gradients for Equation (5.8) in Appendix
3 of [145], which enables a method like gradient descent, variants of which are also used for
backpropagation Equation (2.20).
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Mudry et al. further show in the Supplementary Information of [145] that the system
of equations representing Equation (5.8) can be rewritten by making use of the fact that
the fluorophore density ρ and intensities Il are real and positive, which can be imposed by
substituting the auxiliary variables Il = i2l and ρ = ξ 2. This enables the use of the conjugate
gradient method as this numerical method requires a system of equations whose matrix is
positive-definite [165]. The conjugate gradient method increases the stability of the numerical
optimisation, especially in the presence of noise.

Implementation of the Blind-SIM algorithm. I have attempted to obtain the data and
source code used in the original Blind-SIM publication [145]. The code is not open-sourced
and I have not managed to get in touch with the authors. Instead, I have made my own
implementation of the Blind-SIM algorithm. The gradients used in the implementation are
found in the supplementary information of [145]. In the implementation, I have tested both a
gradient descent method and the author’s suggested conjugate gradient method as the numerical
iterative solver backbone. I have found significant improvements in performance and stability
using the conjugate gradient method, which has therefore been used to obtain the results in this
section.

The code for the implementation has been written in Python, which admittedly is not the
best choice for a numerical method or scientific computing as a whole, but performance has
not been essential for the experiments of this section. The implementation is validated using a
generated test target described in Section 5.2.6 to provide a ground truth. The error between
the iterative output and the ground truth is observed to converge towards zero as a function of
iteration. This is shown in the convergence plot on Figure 5.13. The error decreases multiple
orders of magnitude, indicating that the numerical scheme works as intended. The run time for
the total of 300 iterations shown on the plot was 50 minutes on a mid-tier workstation with an
Intel 10th generation CPU. Despite not being an optimised implementation, this performance
does not differ significantly from [145] as the Supplementary Information reports that each
iteration took between 2.5s to 95s depending on the number of speckle patterns used and the
number of pixels in each stacked frame.

5.2.3 Using ML-SIM to solve the blind SIM problem

ML-SIM was originally developed to be used for fringe SIM as described in Section 5.1, but
apart from differences in dimensionality, the deep neural network is not explicitly configured to
process fringe illuminated input stacks. Instead, that customisation is purely reflected in the
training data, and thus a different training dataset based on another type of illumination pattern
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Figure 5.13: Convergence plot for the implementation of Blind-SIM using the gradient descent method
for optimisation.

should work as well, so long as the problem overall is not ill-posed, e.g. a stack with only a
single frame illuminated by a fringe pattern would not enable super-resolution by SIM.

In the following subsections, I detail attempts made to treat the problem of reconstructing
SIM data illuminated with speckle patterns using a model architecture that is overall identical to
the one in Section 5.1. The baseline method will be my own implementation of the Blind-SIM
algorithm as there are, to the best of my knowledge, no publicly available software that can
handle speckle SIM reconstruction, which stands in contrast to the multiple choices of methods
to compare with in Section 5.1 for fringe SIM reconstruction.

Overall, this investigation into using ML-SIM for speckle SIM should be viewed as early
results that may motivate a more full study. As such, a physical experimental realisation is
lacking, indeed even real experimental data, and applications to biomedical imaging are yet to
be developed. Even so, in the light of the successful reconstruction of experimental samples by
ML-SIM seen in Section 5.1, the results of this section seem promising.

5.2.4 Data generation using speckle pattern illumination

In attempting to address the blind SIM reconstruction problem with ML-SIM, a crucial point is
whether the image formation model with speckle illumination can be approximated accurately.

As a simple approximation, the intensity distribution is modelled by generating a large
number of randomly distributed small disks, i.e. random positions are assigned to each
disk. The disks are allowed to overlap, in which case the occurrence of interference must be
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treated. Instead of simulating random interference, with a range of constructive and destructive
outcomes, the intensities of the disks are treated purely as additive as a simplification. This
corresponds to total constructive interference as if the incident wavefronts were in perfect
phase. At first sight, it may seem crude to make such a simplification given the very cause of
speckle patterns is the phase mismatch of wavefronts. However, total destructive interference
is implicitly modelled in this approach as it simply would manifest in the complete lack of
intensity, i.e. dark spots, in the image when wavefronts cancel each other out, which indeed
occurs due to the non-uniform random distribution of the generated disks. The inaccuracy of
this approach may rather be in the probability distribution of the positions of the disks and the
low granularity of the intensities given that partial interference is not modelled.

The intensity distribution of the simulated speckle pattern was assessed by generating
speckles with 10,000 and 20,000 disks with random positions that follow a uniform random
distribution. The intensity of each disk is set to unitless value of 0.1, which means that the
overlap of e.g. two disks result in an intensity value of 0.2 based on the approximation described
above. The radii of the disks vary randomly in a small interval of 2− 5 pixels and they are
contained in a 512×512-pixel image. The histogram of the recorded intensities versus the
expected theoretical probability density distribution Equation (5.2) is shown in Figure 5.14.
Without simulating destructive interferences, it is clear that the overall trend between the
simulated speckle intensity distribution and the theoretical expectation is similar for the number
of disks generated, i.e. 10,000 and 20,000. In the limit of a high number of disks, this
approximation breaks down because every pixel will be occupied by disks, thus causing a
non-zero intensity baseline without dark spots but instead spots of lower relative intensity. In
this limit, the histogram approaches a normal distribution centred around the mean intensity.
Despite the fact that the exponential decay rate as a function of intensity differs between the
histogram and theoretical distribution, and the granularity of the simulated intensity distribution
is low, the overall agreement has been found to be adequate to facilitate the experiments of this
section.

An example of a speckle generated with this approximate procedure is shown on the left
side of Figure 5.15. As a fundamental assumption of the Blind-SIM algorithm is that the
illumination intensity must approach a uniform distribution over time, it is important that the
generated speckle patterns have this property. To be more precise, the accumulated intensity of
subsequent speckle patterns, i.e. when adding the intensities linearly, must average out any local
extrema. Since the positions of the disks are generated from a uniform random distribution and
the intensities are added linearly, it is clear that an accumulated signal will also become more
uniform as a function of the number of patterns added. By measuring the signal accumulated
over 30 subsequent speckle patterns, we see on the right side of Figure 5.15 that the uniformity
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Figure 5.14: Histogram of the intensities in the speckle pattern formed by the collection of generated
disks (bars) and the expected distribution from theory (curve). The disks have a random radius of 2-5
pixels and are contained in a 512× 512-pixel image. (Left) Speckle based on 10,000 disks. (Right)
Speckle based on 20,000 disks.

Accumulated signal

Figure 5.15: Example of simulated speckle pattern (left) and the gradual trend towards a uniform field
as more distinct speckle patterns are accumulated (right).

is increased and the variance decreased compared to the intensity distribution of individual
speckle patterns on the left side.

Based on the speckle pattern image formation model, synthetic image samples can be
generated. A synthetic acquisition made with the simulated speckle pattern used as illumination
is shown in Figure 5.16. The image consists of 100 stacked frames with respective speckle
patterns, and the first and last frame of the stack is shown. The wide-field image is calculated
using the same PSF but uniform illumination. The ground truth image is the original source
image used for determining both the wide-field and speckle images.
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Wide-field Ground truth Sample # 1 Sample # 100

Figure 5.16: Image sample generated from the image formation model that uses speckle patterns for
illumination. The ground truth image is the source image that is used to generate the image sample,
which consists of 100 frames each illuminated by a distinct speckle pattern. The wide-field image is
produced using the same PSF but with a uniform illumination field.

5.2.5 ML-SIM model training for speckle SIM

An important assumption of the numerical optimisation approach to speckle SIM that is taken
in the Blind-SIM method is that the complete stack of speckle illuminated frame acquisitions
approximately form a uniform illumination field when averaged. This of course becomes
increasingly true the more speckle frames are averaged as the individual variability from
frame to frame cancels out. To test the importance of this assumption in the context of an
ML-SIM model trained on speckle patterns, training datasets with a varying number of speckle
illumination patterns for each acquired stack of a sample were generated. The dataset with
the highest number of speckles used for illumination is 100, which is of the same order of
magnitude as the count of 160 frames per stack used in [145]. The other datasets use gradually
fewer speckles for illumination, namely 75, 50, 25 and 10. As such, the dataset with the least
number of speckle patterns used for illumination still has more frames per stack than the default
fringe SIM configuration of 3×3 frames that is primarily the basis of results in Section 5.1.
However, the assumption of the approximative homogeneity upon integrating all illumination
patterns is far from satisfied in the case of only 10 speckle patterns, and therefore it would
already before considering performance results seem futile to bring the count lower than 10.

Five ML-SIM models were trained each using one of the above-mentioned datasets. The
same training hyperparameters, e.g. learning rate, number of epochs and batch size, and
the same overall model architecture based on the RCAN network were used, with the only
difference being in the input layer that needs to match the dimensionality of the input stacks.
The SSIM performance scores on a validation set during training are recorded and the results
of the five models can be seen on Figure 5.17. As expected, the models trained with datasets
based on a lower count of speckle patterns, especially 10 and 25, perform significantly worse.
On the other end of the spectrum, the relative performance difference between models using
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Figure 5.17: ML-SIM models trained with different numbers of speckle patterns compared in terms
of the SSIM score on a validation test set during training. A low number of speckle patterns results
in significantly inferior performance. However, the model also starts to show diminishing gains when
using more than 50 speckle patterns.

more than 50 speckle illumination patterns seem to diminish – for instance, there is almost
negligible difference between the model using 75 speckle patterns versus the one that uses 100.

5.2.6 Performance comparison

To compare the performance of the Blind-SIM algorithm with a speckle-based ML-SIM model,
I have followed the example of Mudry et al. of using a star-like 2-dimensional test target whose
fluorescence density is given by

ρ(r,θ) ∝ [1+ cos(40θ)], (5.9)

where (r,θ) are the polar coordinates of a point in the sample plane. The advantage of this
target is that its radial structure entails that information gradually has a higher spatial frequency
closer to the centre. Due to diffraction, and limited image resolution in general, there will
always be a cut-off radius under which the radial features are not distinguishable. The test
target produced by Equation (5.9) is shown on Figure 5.18 with a wide-field version obtained
from blurring with the PSF, which is modelled according to Equation (5.1) that is similar to
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Ground truth Wide-field

Figure 5.18: Test target used for evaluating the performance of the implementation of the Blind-SIM
algorithm and the ML-SIM model trained on synthetic data generated with speckle pattern illumination.

the theoretical PSF when imaging with a circular pupil [140]. In [145], the PSF used towards
their reported simulation results is also similar to Equation (5.1) with the exception of another
scaling factor that depends on the numerical aperture. Since the numerical aperture is assumed
to be a constant this difference is not important.

The implementation of the Blind-SIM algorithm is compared with the ML-SIM model
trained on 100 speckle illumination patterns with respect to reconstructing the star-shaped
test target. The result is shown in Figure 5.19. The line profiles reveal that the Blind-SIM
algorithm introduces a significant amount of artefacts given the highly asymmetric profile
despite the input being completely symmetric. As for the ML-SIM model, the output image
appears both sharper and cleaner while the line profile is more consistent. The full width
half maximum of the central peak, see the dashed line in Figure 5.19, is measured to be 10
% narrower than for the wide-field equivalent image. A distinction needs to be made here
regarding the wide-field image as it is not a projection of the input stack, as seen in Section 5.1,
because such a projection with the speckle illumination patterns would result in a non-uniform
bias compared to the ground truth; rather the wide-field image is calculated using the same PSF
but with a uniform illumination field.

ML-SIM with speckle illumination versus fringe illumination

The initial test shown on Figure 5.19 indicates that ML-SIM is proficient in dealing with
reconstruction of SIM images with speckle patterns. This begs the question whether an ML-
SIM model trained for speckle pattern illumination can compete with one trained for fringe
pattern illumination as studied in Section 5.1 with respect to reconstruction accuracy. It seems
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Figure 5.19: Comparison of reconstructed output from my implementation of the Blind-SIM algorithm
proposed by Mudry et al. [145] with ML-SIM trained on synthetic training data generated with simulated
speckle illumination patterns.

obvious that fringe patterns are going to be more photon efficient; after all, the standard
configuration of SIM with 3× 3 patterns is well optimised in terms of how the frequency
support is expanded to an area with twice the radius while keeping the overlap of the frequency
content between the acquired frames small. The redundancy of frequency information when
using speckle patterns is going to be greater on average since as much as 100 stacked frames are
needed for an image. However, it seems interesting to compare the reconstruction performance
between the two approaches when the input stacks have a similar image quality in their
wide-field projections.

To make a test of two ML-SIM models that are trained for either kind of illumination, two
datasets are created, one with fringe SIM data and another with speckle SIM data. The two
datasets are generated from the same PSF, which would by default make the input images for
fringe illumination much cleaner given the non-uniformity inherent to speckle illumination.
Therefore, to match the quality of the input data for the two datasets, the fringe illumination
patterns are additionally degraded by introducing a large margin of error for the phase and
frequency, such that the likelihood of the fringes in the sum of the 3×3 SIM frames cancelling
out is low. This results in wide-field projections that are corrupted by these errors in the fringe
pattern, and thus show a similar non-uniformity to the speckle pattern illumination. With the
increased difficulty of the reconstruction task for SIM data with fringe illumination, the two
approaches can be more fairly compared. In practice, this might correspond to the choice
between a standard SIM instrument that is unable to produce consistent fringe patterns, e.g.
due to uneven phase steps and optical aberrations in the system such as for the interferometric
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Figure 5.20: Two variants of the ML-SIM model, one based on SIM with speckle pattern illumination
and the other with fringe illumination as presented in Section 5.1. The variants are compared here in
terms of inputs that are similarly degraded from their respective image formation models. The wide-field
(WF) version in each case represents the wide-field projection, i.e. the average intensity projection of
the input stack.

Microscope 2 in Section 5.1, and an instrument that has a more simple setup relying on speckle
patterns formed by illumination through a diffuser.

The datasets of speckle illumination patterns and fringe illumination patterns now have
matching input image qualities and are used to train two models, ML-SIM Speckle and ML-
SIM Fringe, respectively. The two models share an identical architecture, except for the input
layer, and they are trained with an equal number of training updates and training samples. A
subset of each dataset reserved for testing is used to evaluate the performance of each model,
and two example outputs from the respective test subsets are shown on Figure 5.20. While the
average input image quality across the two datasets is similar, there are differences on a basis
of individual samples. In the first of the two examples on Figure 5.20, the wide-field projection
(WF) for ML-SIM Speckle has a higher PSNR than for ML-SIM Fringe, while the opposite is
true in the second example. For the two examples, the reconstruction outputs of the two models
show a similar improvement over the wide-field projections, but the scores for the ML-SIM
Speckle model are slightly higher with outputs showing fewer artefacts. This is also the case
when averaged over the entire respective test sets. The artefacts that appear in the outputs of
ML-SIM Fringe are due to the large margin of error introduced in the fringe pattern generation,
which the model is unable to compensate for completely.
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Figure 5.21: The spot-like artefacts that derive from the non-uniformity of the speckle illumination
patterns gradually disappear from the outputs of ML-SIM models depending on the number of updates
of the network weights that are performed during training.

The slight performance edge of the speckle-based ML-SIM model is likely due to the larger
input stack. Although the wide-field projections have a similar quality, these projections are
calculated as the pixelwise arithmetic mean across the input stacks, but as seen in Section 3.4.1
the arithmetic mean is not necessarily the optimal way to even out noise in a stack of frames
with identical signal. Therefore, a wide-field projection may not be a very good measure of the
quality of an entire stack in terms of the collective structural information it contains. However,
the test of the two models still provide qualitative insight into the viability of using ML-SIM for
SIM data acquired with speckle pattern illumination. The results indicate that an experimental
realisation facilitating ML-SIM for reconstruction could function in a comparable fashion to
the vanilla ML-SIM method of Section 5.1.

The non-uniformity in intensity that comes with speckle pattern illumination appears to not
have manifested into the reconstruction output from the ML-SIM model trained with speckle
patterns when considering the examples of Figure 5.19 and Figure 5.20. There seem to be no
indications of spot-like artefacts as is the case for the reconstruction outputs from the Blind-SIM
algorithm. However, the reconstruction outputs from ML-SIM models that have been trained
less clearly exhibit this type of artefact. The spot artefacts progressively get less pronounced as
more updates to the network’s weights are performed. This is shown on Figure 5.21.

5.2.7 Discussion

An implementation I have made of the Blind-SIM algorithm proposed in [145] has been
described and evaluated. The data used for testing is generated with an approximate image
formation model that mimics the random nature of speckle patterns. The performance of the
implemented Blind-SIM algorithm has been compared to an ML-SIM based model that is
trained with synthetic training data that has been generated with the same image formation
model.
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The ML-SIM model with speckle patterns shows potential. The performance in terms of
run time and output accuracy for reconstructing a test target also used in [145] points to the
neural network based approach having large advantage for the highly numerical optimisation-
dependent problem of ”blind-SIM”. For a mid-tier workstation the run time for a single
reconstruction of the Blind-SIM algorithm was 50 minutes using 300 iterations in the iterative
solver written in Python. An inference with ML-SIM running on the same machine, although
using a graphics processing unit, evaluates in less than a second. In terms of keeping artefacts in
reconstruction output to a minimum, ML-SIM appears to also have an edge. When comparing
reconstruction performance for ML-SIM models trained for SIM with fringe illumination and
speckle illumination, respectively, for input that is similarly degraded, it is clear that fringe
patterns are not a prerequisite for a well-working ML-SIM model. In fact, early results indicate
that fringe patterns may not even be an advantage over speckle patterns provided adequately
large images of stacked frames, 50+ frames, illuminated with distinct speckle patterns are used
as input.

The experiments of this section although promising are still early results. A realisation
with an experimental setup would be an important next step for a thorough validation of the
method. I have attempted to obtain experimental speckle pattern from the research group that
published the original Blind-SIM paper but was unsuccessful. An experimental implementation
for Blind-SIM could likely be relatively easy to build since the speckle patterns could be
generated by propagating the illuminating beam through a diffuser as it is demonstrated in
[145], yet this has been out of the scope for my PhD project. If the ML-SIM based method
would work with an experimental setup, the overall system could be interesting for various
applications in biology as well as contributing towards providing an alternative to the standard
SIM instruments using fringe illumination.
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5.3 Spatio-temporal Vision Transformer for Super-resolution
Microscopy

The content of this section is based on my pre-print publication “VSR-SIM: Spatio-temporal
Vision Transformer for Super-resolution Microscopy” [28].

In Section 5.1, it was established that reconstruction of SIM data generally is prone to
artefacts. This becomes especially problematic when imaging highly dynamic samples because
previous methods rely on the assumption that samples are static. Here, I propose a new
transformer-based reconstruction method, VSR-SIM, that uses shifted 3-dimensional window
multi-head attention in addition to channel attention mechanism to tackle the problem of video
super-resolution (VSR) in SIM. The attention mechanisms are found to capture motion in
sequences without the need for common motion estimation techniques such as optical flow. I
take an approach to training the network that relies solely on simulated data using videos of
natural scenery with a model for SIM image formation. I demonstrate a unique use case enabled
by VSR-SIM referred to as rolling SIM imaging, which increases temporal resolution in SIM
by a factor of 9. This method can be applied to any SIM setup enabling precise recordings of
dynamic processes in biomedical research with unprecedented granularity.

5.3.1 Introduction

Optical microscopy is limited by the diffraction of light occurring in the optics of imaging
systems. For visible light, the diffraction limit, also known as the Abbe resolution limit [138], is
around 200 nm. Structured illumination microscopy (SIM) is an optical microscopy technique
that can achieve a two-fold spatial resolution improvement, thus enabling sub-diffraction limit
imaging – a regime important for biomedical imaging [83]. Furthermore, SIM is live-cell
compatible as it can be performed at relatively low excitation power. A significant challenge in
applying SIM, however, is the reconstruction of the acquired data into super-resolved images.
The reconstruction problem in SIM is an inverse problem similar to deconvolution [192] but
makes use of shifted high frequency information. The frequency-shifted signals are obtained by
illuminating the sample with a temporal sequence of illumination patterns, generally sinusoidal
fringes with varying orientations and phase shifts, and an image is captured for each respective
pattern.

The collection of SIM images corresponding to the sequence of illumination patterns,
typically a stack of 9 frames, is then used to reconstruct a super-resolved image. Since the
photon efficiency of SIM makes the technique live-cell compatible, it is possible to image
highly dynamic phenomena [78, 163], yet the reconstruction methods that are most widely
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Figure 5.22: Structured illumination microscopy image sequences of dynamic samples give rise to
motion artefacts for previous reconstruction methods such as cross-correlation SIM (CC-SIM) [214],
FairSIM [146] and ML-SIM (Section 5.1). The input image stack is an experimental sample of
microtubules.

used do not utilise the temporal dimension of the acquired data [146, 214, 103, 80], because
the standard semi-analytical Fourier formalism assumes a static sample. Hence, motion of the
sample between acquired frames manifests as motion blur and reconstruction artefacts – see
Figure 5.22.

Deep learning offers an effective way to achieve motion compensation for video super-
resolution (VSR). Recent studies demonstrate reconstruction of SIM images using neural
networks [29, 86, 118], offering advantages such as improved speed and robustness to noise,

Optical flow from SIM framesOptical flow from image sequence

Figure 5.23: Optical flow computed from SIM frames leads to artefacts, thus making it less useful in
video processing of SIM data.
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but none of these reconstruction methods make use of the temporal dimension of the live-cell
data. To obtain a spatio-temporal reconstruction method for SIM, I identify the following
two problems to overcome: (a) ground truth data for supervised learning will inherit motion
blur if the targets are obtained from traditional reconstruction methods; (b) regular motion
estimation methods do not work accurately on SIM data. Machine learning implementations
for SIM reconstruction generally use as ground truth data a collection of carefully performed
reconstructions from traditional methods, which relies on an analytical framework that assumes
static samples, thus causing motion artefacts to manifest in the training data. As for (b), a
common way to incorporate high-level reasoning about motion and occlusion in a model is
bidirectional optical flow. However, such algorithms are not directly suited for SIM imaging,
because the illumination patterns in the raw data prevent accurate calculation of motion – the
varying patterns tend to be confused with motion of the subject as illustrated on Figure 5.23.

Here, a method is proposed to address these two problems by building upon recent advances
in using neural networks for SIM reconstruction and video super-resolution. I generalise
the approach to supervised learning proposed in the previously described method ML-SIM
(Section 5.1), in which SIM image formation is modelled to obtain synthetic training data.
Instead of simulating SIM image data using static images, I use video sequences instead, which
facilitates the learning of motion compensation. To address (b), we propose a 3D transformer
network architecture that solely relies on attention mechanism rather than optical flow to handle
subject motion. The contributions are three-fold:

• I demonstrate a new approach to synthesising training data for machine learning models
to learn spatio-temporal SIM reconstruction, in which SIM image formation is simulated
using video data sequences as inputs. This enables models to be optimised for highly
dynamic sequential live-cell SIM data.

• I propose a video super-resolution transformer architecture that uses shifted windows
with 3-dimensional patches to capture the spatio-temporal correlations in live-cell SIM
data with windowed multi-head attention. I introduce residual connections between
transformer blocks with channel attention as an additional attention mechanism.

• I showcase a unique application of this method, rolling SIM imaging, where a moving
window of frames is used for reconstruction. The reconstruction method lends itself
particularly well to rolling SIM imaging because it can be recast as a video super-
resolution problem, where the reconstruction of each SIM stack uses SIM frames from
the previous and subsequent SIM stack acquisition. This increases the temporal resolution
of SIM imaging by a factor of 9, enabling dynamic processes in biomedical research to
be resolved without the motion artefacts that plague previous methods.
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5.3.2 Related work

Optical super-resolution microscopy. Several semi-analytical methods have been proposed
for SIM reconstruction [59, 6, 215, 214, 103, 146], e.g. FairSIM and OpenSIM. These methods
rely on Fourier transformations, Wiener filters and iterative deconvolution, which can induce
honeycomb and ringing artefacts, especially when noise and motion blur are significant [38].
Multiple machine learning implementations for SIM reconstruction have been proposed in
the past year [86, 118, 29] based on convolutional neural networks that take in SIM stacks
and output super-resolved images. Two such examples are U-Net-SIM [86] and ML-SIM
(Section 5.1) using U-Net [173] and RCAN [227] backbones, respectively. These methods
offer reconstruction with fewer frames, higher processing speed and increased robustness to
noise compared to Fourier methods. None of these studies considered fast-moving samples.
In [81], however, SIM is applied to image highly dynamic samples using a semi-analytical
reconstruction method. This is achieved using rolling SIM imaging, as further explored in
Section 5.3.5, with a very short exposure time, such that motion artefacts can be minimised.
This can lead to impressive frame rates, but at a significant loss of image quality, i.e. low signal-
to-noise ratio from which spatial resolution decreases. This trade-off between temporal and
spatial resolution is prevalent in the field because none of the existing reconstruction methods
for SIM exploits the spatio-temporal nature of live-cell data. Applications of existing methods
may only reduce motion artefacts via this trade-off, whereas the capability to perform motion
compensation during reconstruction would handle these artefacts directly while maintaining
image quality.

Image and video super-resolution. Methods that use convolutional neural networks as a
backbone have long been state-of-the-art for image and video super-resolution (SR). Dong
et al. pioneered the pursuit of learning-based methods for image SR by achieving superior
performance to traditional methods using a CNN with only three layers [40]. A similar network
for VSR was proposed by Kappeler et al. [91]. With the emergence of residual networks [70],
it became possible to build deeper networks. Ledig et al. repurposed ResNet for SR with the
network SRResNet [105]. An attention mechanism was introduced by Zhang et al. [227] with
residual channel attention network (RCAN) becoming a new state-of-the-art method. More
recently, multi-head attention has been introduced for SR using transformer-based architectures
with IPT [26] and SwinIR [113].

For VSR, the spatio-temporal correlations between input frames are essential to model for
optimal performance. Most VSR methods use frame alignment enabled by motion estimation
and compensation [119]. For motion estimation, a popular approach is using optical flow
[79]. A state-of-the-art VSR method that uses optical flow is RBPN [63], which is based
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on a recurrent CNN architecture. Recently, the method BurstSR [10] was proposed for SR
reconstruction of images taken in quick succession with a handheld camera. The problem is
similar in principle to SIM reconstruction, but the method is not directly applicable as it is
based on optical flow for alignment. Methods that do not use optical flow tend to rely on 3D
convolutional networks [88, 122]. However, Choi et al. demonstrated that channel attention as
a sole mechanism is a strong baseline for motion compensation in the related problem of video
interpolation [27].

Vision transformer. With the advent of Vision Transformer (ViT) [42] transformer networks
are beginning to replace CNNs for low-level computer vision tasks. ViT introduced multi-head
self-attention (MSA) for image input, which proves to be a very flexible mechanism for vision,
but does require a substantial number of trainable parameters compared with equivalently
performing CNNs. Liu et al. demonstrated that using a hierarchy of shifted window MSA
modules, their proposed transformer architecture, Swin, can incorporate the large receptive
field of ViT, while having the same efficient inductive bias that CNNs offer [121]. Variations
of the Swin transformer have become state-of-the-art in image restoration, SwinIR [113], and
video classification [122].

5.3.3 Temporal SIM data generation

Acquiring a real pairwise dataset for supervised learning in the context of super-resolution
microscopy is problematic. Experimentally, the ground truths cannot be obtained, which
leaves the options of using either the output from traditional reconstruction methods as a target
[87, 118] or a different optical super-resolution modality [202]. The former approach prevents
the method from generalising and improving beyond traditional methods, and the latter is
highly prone to artefacts, while not being live-cell compatible. Therefore, I take the approach
of generating a synthetic dataset using a SIM image formation model [30] on a video dataset,
which provides ideal ground truths and diverse training data.

Video datasets

BBC video dataset. Inspired by DIV2K [2] for SISR, as used in Section 5.1, I built a large
video dataset focusing on diversity and high-resolution footage. Specifically, this dataset was
designed to have targets of at least 1024× 1024 pixels to make the image formation model
more consistent with typical experimental data from SIM systems, thus facilitating model
inference performance. Many previous VSR datasets are limited in scope and are intended for
video classification [92, 1] or more suitable for testing, e.g. REDS [149], while others only
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Figure 5.24: First and last image from 6 image sequences from the BBC video dataset.

have a small subset of high-resolution, diverse data, e.g. Vimeo90k [219]. The new dataset
consists of 200 hours of high-quality footage from nature documentaries produced by the BBC.
Samples are included here with permission from BBC and video data have been obtained
under the ERA License. The collection of videos was sampled to generate 100,000 image
sequences, each consisting of 9 frames. Immediately consecutive frames were used for the
sequences, i.e. no frame skipping was used, and every sequence was 5 seconds ahead of the
previous. The original videos are in either FHD, 1920×1080 pixels, or UHD, 3840×2160
pixels, resolutions, but were downsampled with bicubic interpolation to 512×512 pixels for
inputs and 1024× 1024 pixels for targets, because the models were trained to upscale by a
factor of 2 corresponding to standard SIM implementations. The source videos are encoded
with H.264, which utilises frame-to-frame compression, but I found compression artefacts to
be negligible. Sample sequences can be seen in Figure 5.24. As indicated on Figure 5.24, the
sequences tend to have a fixed background while objects are subject to motion.

A subset was reserved for testing, for which I also used DIV2K and REDS. As DIV2K
dataset is a single image dataset, the image data generated with the image formation model
described in the following paragraph corresponded to imaging static subjects. The REDS
dataset feature videos recorded with a handheld camera with a high level of image translation
from frame to frame. To make the motion in the REDS video even more extreme, I prepared an
extra test set by sampling the videos with frame skipping, such that only every second frame
was kept. The combined datasets were used to prepare four test sets to assess reconstruction
performance in different motion regimes. The difficulty associated with one of these datasets
depend on the level of motion that its samples exhibit. I quantified this using the mean and
maximum value of optical flow magnitude averaged over all samples in the respective datasets.
See Table 5.1 for further specification.
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Test sets
Motion regime

Static Medium Fast Extreme

Source DIV2K BBC REDS REDS
Data type Image Video Video Video
Frame skip - No No Yes
Samples # 200 50 10 10
Max flow 0 10.2 27.3 46.2
Median flow 0 1.5 10.4 18.1

Table 5.1: The four test sets that have been prepared for experiments using the source datasets DIV2K
[2], a subset of the BBC video dataset, and REDS [149]. The motion is amplified by skipping every
other frame for the Extreme test set. Motion is quantified by calculating the maximum and median
of the magnitude of optical flow between the first and centre frame in all sequences for a dataset at
512×512-pixel resolution.
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Figure 5.25: Architecture of the proposed windowed channel attention network. Skip connections are
added between the attention blocks in a similar fashion to residual networks.

Image formation model. The image formation model used for VSR-SIM largely follows
that of ML-SIM, Section 5.1, with the inclusion of time dependency for the sample distribution.

The illumination fringe pattern, Iθ ,φ (x,y), is given by the standard sinusoidal interference
pattern Equation (B.2). The fluorescent response of the sample is then modelled by the
multiplication of the sample distribution, St(x,y), i.e. input image, at time t and the illumination
pattern intensity Iθ ,φ (x,y). As before, the final image, Dt,θ ,φ (x,y), is formed after blurring by
the PSF, H(x,y), and addition of white Gaussian noise, N(x,y),

Dt,θ ,φ (x,y) =
[
St(x,y)Iθ ,φ

]
⊗H(x,y)+N(x,y), (5.10)

where ⊗ is the convolution operation. The set of sampled images from a sequence in the
video dataset corresponds to the time points t ∈ [1,9]. A full SIM stack is comprised of the
set
{

Dt,θ ,φ | t ∈ [1,9]
}

, where each value of t is associated with a distinct illumination pattern,
i.e. a unique permutation of θ and φ . Each consecutive 9 frames then contain a full cycle of
illumination patterns. As for ML-SIM, both Gaussian noise and random errors in the pattern
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generation are simulated to approximate the inherent uncertainty in an experimental setup and
force the model to generalise beyond system-specific parameters. Poisson noise can further be
introduced to more realistically approximate the noise sources present in experimental data.
For implementation details and specification of optical parameters, see Section B.2.3.

5.3.4 Model architecture

The proposed model is inspired by the vision transformer network [42] in particular its more
efficient shifted window variant, Swin [121], with its extension for video classification, Video
Swin [122], and adaption to image restoration, SwinIR [113]. Swin introduced the inductive
bias to self-attention called shifted window multi-head attention (SW-MSA), which can be
compared to the inductive bias inherent to convolutional networks. SwinIR introduced residual
blocks to the Swin transformer to help preserve high-frequency information for deep feature
extraction. The Video Swin transformer generalised the SW-MSA to three dimensions, such
that spatio-temporal data can be included in the local attention for the self-attention calculation.
Further to this, the success of the channel attention mechanism in [227] inspires the inclusion of
this other inductive bias in addition to 3D local self-attention following the SW-MSA approach.

The inputs to the model have dimension T ×H×W ×C, where T is 9 for SIM reconstruction
and C is 1. A shallow feature extraction module in the beginning of the network architecture
Figure 5.25 projects the input into a feature map, F0, of T ×H ×W ×D dimension, where the
embedding dimension, D, is a hyperparameter. The feature map is passed through a sequence
of residual blocks, denoted Window Channel Attention Block (WCAB)

Fi = HWCAB(Fi−1), i = 1, ..,n (5.11)

Inside each WCAB is a sequence of Swin Transformer Layers (STLs), in which multi-head
self-attention is calculated using local attention with shifted window mechanism. Inputs to STL
layer are partitioned into T

P × HW
M2 3D tokens of P×M2 ×D dimension. For a local window

feature, x ∈ RP×M2×D, query, key and value matrices, {Q,K,V} ∈ RPM2×D, are computed by
multiplication with projection matrices following the original formulation of transformers [198].
Attention is then computed as

Attention(Q,K,V ) = SoftMax(QKT/
√

d +B)V, (5.12)

where B ∈ RP2×M2×M2
is a relative positional bias found to lead to significant improvements in

[121]. STLs are joined in a way similar to the residual blocks, although the use of SW-MSA is
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alternated with a version without shifted windows, W-MSA, ensuring that attention is computed
across window boundaries, which would not have been the case without SW-MSA.

After the final STL, the m-th layer, in a WCAB, a transposed 3-dimensional convolutional
layer is used to project the 3D tokens back into a T ×H ×W ×D feature map, Fi,m. A channel
attention module is then used on Fi,m to determine the dependencies between channels following
the calculation of the channel attention statistic [227]. The mechanism works by using global
adaptive average pooling to reduce the feature map to a vector which after passing through a 2D
convolutional layer becomes weights that are multiplied back onto Fi,m, such that channels are
adaptively weighed. A residual is then obtained by adding a skip connection from the beginning
of the i-th WCAB to prevent loss of information, i.e. low-frequency information, and the
vanishing gradient problem. A fusion layer combines the temporal dimension and the channel
dimensions. For the final upsampling module, I use the sub-pixel convolutional filter [188] to
expand the image dimensions by aggregating the fused feature maps. The implementation is
available on GitHub1 and further documented in Section B.2.

18.19
Input Target

22.12
Single image

24.71
VSR-SIMStatic / Dynamic

12.91 30.98 32.28

Figure 5.26: For static subjects (top row) the method defaults to standard SIM reconstruction, which
has very significant improvements over a deconvolution baseline trained with the same architecture. For
dynamic input data (bottom row) the advantage of SIM diminishes depending on the level of motion,
but importantly VSR-SIM does not generate motion artefacts in this setting.

5.3.5 Experiments

Implementation details. All models described in the following were trained using the Adam
optimiser and a mean squared error loss function with a learning rate of 1e-4 that is halved every
100,000 iterations. A total of 500,000 iterations were completed, equating to 5 epochs of the
BBC training dataset. A set of 4 Nvidia A100 GPUs was used with a batch size per GPU of 4.
Training samples were randomly cropped to 128×128-pixel inputs and 256×256-pixel targets,

1https://github.com/charlesnchr/VSR-SIM

https://github.com/charlesnchr/VSR-SIM
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Figure 5.27: Rolling SIM imaging scheme for structured illumination microscopy, which is utilised in
the proposed method.

while inference was performed with 512× 512-pixel inputs resulting in 1024× 1024-pixel
outputs. For VSR-SIM, the WCAB number, STL number, window size, embedding size D
and attention head number are set to 6, 6, 8, 96 and 6, respectively. The hyperparameters
of the other tested architectures follow original implementations and are further specified in
Section B.2.5.

Reconstruction method
Test set (PSNR)
Static Medium

Wide-field baseline 22.79 17.31
CC-SIM [214] 27.99 16.98
OpenSIM [103] 28.34 14.04
FairSIM [146] 28.54 15.34
ML-SIM (Section 5.1) 32.30 18.41
VSR-SIM 34.74 30.15

Table 5.2: Synthetic test sets were evaluated with four existing SIM reconstruction methods and VSR-
SIM. The static test set was generated using still images from DIV2K [2] and the dynamic test set
was generated using image sequences sampled from the BBC video dataset. At high levels of motion,
other SIM reconstruction methods fail, but VSR-SIM can maintain a high reconstruction quality for the
dynamic test set.

Comparison with state-of-the-art

SIM reconstruction methods. The Static and Medium test sets, see Table 5.1 for details,
were evaluated with VSR-SIM and four existing SIM methods: CC-SIM [214], OpenSIM
[103], FairSIM [146] and ML-SIM (Section 5.1). The results are listed in Table 5.2 based
on peak signal-to-noise ratio (PSNR). For the Static test set, the difference in reconstruction
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VSR-SIMFairSIMFairSIM — full field-of-view

0.3 μm 0.3 μm1 μm

Figure 5.28: Lysosome, a spherical vesicle, moving rapidly in the endoplasmic reticulum. FairSIM
unable to handle motion blur reconstructs an elongated shape, while VSR-SIM reconstructs a circular
shape consistent with the known shape of the lysosome.

Method
Test set (PSNR)

Static Medium Fast Extreme
Bicubic† 26.40 26.35 22.63 21.08
SISR† 31.23 28.08 25.38 22.50
VSR† 31.15 28.15 25.41 22.98
VSR-SIM 34.74 30.15 26.04 22.95
RBPN 33.16 29.25 25.29 21.48
Wide-field 26.24 22.99 19.32 18.77

Table 5.3: Test of VSR-SIM method in different motion regimes compared with baseline models
trained and evaluated using input without structured illumination. †: methods based on input without
structured illumination patterns. The SISR and VSR baselines use the same architecture as VSR-SIM.
The sub-diffraction limit resolution of SIM is lost when the amount of motion becomes extreme but is
still achievable with the Fast test set. RBPN that uses optical flow for motion estimation was not found
to perform comparably, suggesting that optical flow is not needed.

SIM input

t1

t2

VSR-SIMOverlaid inputs Optical flow

½ (t2 + t1) ½ (t2 + t1)[ t1 , t2 ] [ t1 , t2 ]

Activation map

Figure 5.29: Self-attention appears to emphasise the regions, in which motion occurs. The activations
from the final attention heads are found to be well correlated with intensity maps of optical flow.

quality is relatively even, but for the Medium test set, most previous methods fail to surpass the
diffraction-limited wide-field baseline. This is due to motion artefacts and inaccurate numerical
optimisation (e.g. parameter estimation using peak finding in the case of FairSIM) becoming
substantial. An example illustrating motion artefacts in reconstruction output for an input
sample with significant motion is shown in Figure 5.22.



138 Reconstruction for SIM

I tested the spatio-temporal resolution of reconstruction on a real sample by imaging
fast-moving lysosomes along the endoplasmic reticulum (ER) in COS-7 cells. I use the SiR-
lysosome fluorophore with an excitation wavelength of 652 nm. Given the same raw data,
differences are clear in the shape of the lysosome following reconstructing with FairSIM and
VSR-SIM, see Figure 5.28. FairSIM produces an elongated shape, suggesting that motion blur
is reconstructed into features, which is further supported by the simulated test in Section 5.3.5.

CA SW-MSA 3D window Score (PSNR)
✓ 29.06

✓ 29.48
✓ ✓ 29.10

✓ ✓ 30.01
✓ ✓ ✓ 30.15

Table 5.4: Ablation study on the inclusion of different attention mechanisms. CA is channel attention
[227], SW-MSA [121] and 3D window refers to 3D window attention for spatio-temporal data [122].
The scores are based on evaluations on the Medium test set.

Ablation study

No structured illumination patterns. An important baseline for SIM reconstruction is
deconvolution. A single image deconvolution method is useful for wide-field imaging to
counter the effect of the PSF and noise sources, but it cannot provide optical SR. I trained a
model with the same architecture as VSR-SIM using the equivalent dataset without illumination
patterns. Examples of output can be seen in Figure 5.26, illustrating the SISR baseline model
versus VSR-SIM that takes SIM input. In the first input sample, the subject is static, and the
quality difference of the outputs is significant. For more dynamic subjects, the difficulty of the
SIM reconstruction problem increases, and the difference to the SISR baseline is smaller. I
explored this further by testing models on the four test sets shown in Table 5.1. The four test
sets are evaluated with a deconvolution SISR baseline, a deconvolution VSR baseline, a state-of-
the-art VSR method RBPN [63] and the VSR-SIM method. The two baseline models are based
on the VSR-SIM architecture but trained and tested without structured illumination patterns,
while RBPN and VSR-SIM are trained with SIM inputs. Only the centre frame in a sequence
corresponding to the target is input to the SISR model, whereas the VSR model works on the
full image sequence. The test results in Table 5.3 show that VSR-SIM enables high-quality SIM
reconstruction in every motion regime. The quality of the reconstruction outputs is markedly
better than for the baselines in all but the most extreme case with frame skipping. Hence, at
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Figure 5.30: Reconstruction performance for VSR-SIM does not collapse for inputs that exhibit
significant levels of motion. Given the same inputs sequences, the motion can be controlled via a set
delay between frames. This is done with frame skipping for a high frame rate video sequence, REDS
120fps [149], and sequences of simulated beads.

very high levels of motion, the SIM modality does not offer an advantage over conventional
imaging. This is consistent with the theoretical findings of Ströhl and Kaminski [194].

Optical flow. As illustrated in Figure 5.23, the calculation of optical flow can be hindered
by the presence of an illumination pattern. The quantitative impact of including optical flow
is tested by training RBPN, which uses optical flow to input aligned frames into a recurrent
network using a mechanism called back-projection. In Table 5.3, it is found that the VSR-SIM
model outperforms RBPN in different motion regimes, despite not using optical flow. This
indicates that the two attention mechanisms of VSR-SIM are sufficient to attend to regions that
exhibit a lot of motion. This is further explored by visualising the activation maps from the
final attention heads in the network, see Figure 5.29. Comparing the two frames for t1 and t2, it
is clear that the motion in this sequence occurs in a very specific region, which is picked up by
the optical flow intensity projection as well as the activation map.
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Attention mechanisms. The respective importance of multi-head self-attention, 3D window
attention and channel attention is investigated by training different variants of the model on the
same training dataset and testing them with our Medium test set. The results are summarised
in Table 5.4. The most significant mechanism according to these results is the multi-head
self-attention, which is implemented similarly to SwinIR [113] when 3D window attention is
excluded.

VSR-SIMFairSIMWide-field

Figure 5.31: The proposed method, VSR-SIM, and the widely used method FairSIM applied to a
SIM image sequence of the endoplasmic reticulum. Both methods offer significant improvements over
wide-field imaging. The rectangle emphasises a reshaping event of a tubule. Compared with FairSIM,
the proposed method achieves 9 times higher temporal resolution by enabling the rolling SIM imaging
scheme, see Figure 5.27. The spatial resolution of FairSIM is higher, but also contains more artefacts.

Speed limit of SIM reconstruction

As indicated in Table 5.3, the reconstruction quality of VSR-SIM approaches that of a similarly
trained deconvolution method, meaning that the sub-diffraction imaging enabled by SIM
becomes increasingly difficult to achieve as the motion increases. Importantly, however,
since VSR-SIM is trained on SIM video data spanning multiple motion regimes, the case of
extreme motion does not cause the method to collapse and perform significantly worse than the
deconvolution baseline. I investigate this ability further by reconstructing inputs that have a
variable delay between frames and comparing the results to those of ML-SIM, which has no
capability to handle motion. As the input data, samples from a high frame rate video sequence
from Reds [149] are used in addition to generated images of moving simulated beads. The
results are shown on Figure 5.30. Although the performance decreases as the frame delay
increases, the drop is much smaller than for ML-SIM; namely 1 dB versus 6 dB over the range
of 0-25 ms frame delay in the case of the video sequence from Reds. In the case of the simulated
beads, the performance does not decrease. This indicates that VSR-SIM is able to entirely
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ignore the adjacent frames in a SIM stack if the motion is high enough, which presumably
becomes easier for the model to do as the spatial separation between the beads increases.

Rolling SIM algorithm

When performing SIM reconstruction with conventional methods, the order of illumination
patterns in a stack has to be consistent across stacks. To increase the temporal resolution of
SIM, one can use frames that belong to adjacent stacks, thus having a rolling window for
which frames are included in the current stack, which reduces the number of frames to be
acquired per individual stack. This scheme for SIM imaging is illustrated in Figure 5.27. In
the scheme depicted here, the rolling window is shifting by a single frame at a time, therefore
increasing the temporal resolution by a factor of 9. To reconstruct SIM frames according to a
rolling window, the reconstruction method must be able to handle inputs with varying order
of illumination patterns. I address this by shuffling illumination patterns for every training
sample that is generated for the training data. The shuffling is without replacement such that
a complete cycle is always present in an input. This approach forces the model to learn to
handle arbitrary orderings facilitating the use of the rolling SIM scheme. Combined with the
motion compensating reconstruction method that can work at motion regimes that traditionally
would be unmanageable, imaging at high speed with high granularity becomes possible. This
capability lends itself well to applications with fast-moving samples that exhibit intricate
movement behaviour. The scheme can similarly be applied for long-term imaging by utilising
the higher photon efficiency coming with acquiring only a single frame per reconstructed
output.

Improving temporal resolution. To demonstrate the model applied to the rolling SIM
scheme, I performed an experiment imaging endoplasmic reticulum in COS-7 cells, labelled
with the sec61-mApple and imaged with an excitation wavelength of 561 nm. The FairSIM
reconstruction method [146] is used as a baseline as it is widely used in the microscopy
community [180]. The endoplasmic reticulum is the largest membrane structure inside the
cell and displays drastic reshaping with constant tubule elongation, retraction and junction
formation as shown on Figure 5.31. This dynamic reshaping is important to regulate the
morphology and function of the ER inside the cell. Compromised reshaping dynamics of the
ER are associated with a variety of diseases, including Alzheimer’s disease [220], which makes
it important to record, measure and understand these dynamics. On Figure 5.31 an occurrence
of reshaping can be seen in the area marked by the rectangle over a sequence of 20 frames
each acquired with a 50 ms exposure time. Using FairSIM for the reconstruction provides only
two super-resolved SIM images, rendering the reshaping event very abrupt and less noticeable.
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Using VSR-SIM with the rolling SIM scheme, the raw sequence leads to 19 reconstructed
outputs, of which 12 are included, showing a significantly more granular process. FairSIM,
however, is seen to recover more high-frequency information in its two outputs indicating that
it achieves a higher spatial resolution, although at the expense of more artefacts.

5.3.6 Discussion

I have proposed a new transformer architecture that combines channel attention with multi-head
self-attention computed using shifted 3D windows. This architecture is shown to excel at the
SIM reconstruction task for dynamic inputs. A demonstration of using the method for a use
case in medical research was made with the implementation of rolling SIM imaging, in which a
moving window of SIM frames are used for reconstruction providing a temporal resolution that
is 9 times higher, while still providing comparable spatial resolution well beyond the diffraction
limit. The proposed method can be used for any SIM imaging system as it is purely trained on
synthetic data using the proposed image formation model that can be easily adapted to different
SIM configurations.



Chapter 6

Discussion

The last decade has seen the emergence of deep learning as a new paradigm for signal processing.
The term deep learning does not have a very precise definition, but generally refers to the
use of artificial neural networks (ANNs) that are considered deep. Deep in this context is a
relative denotation as it used to refer to networks with less than 10 layers, e.g. [40], but after
the introduction of ResNets [70], deep networks could have hundreds of layers [96] to more
than a thousand [114]. Perhaps a better definition, albeit arguably similarly vague, is that deep
learning is the pursuit of models that achieve a deep understanding and latent representation of
the data they model. Regardless of definition, deep learning can be seen as an advanced branch
of machine learning, ML, that is at the frontier of the computational bandwidth and capability
of modern information technology. The primary way of advancing the field has been to scale
up model complexity and data volume. This is a trend that may not be possible to uphold
according to [222], which suggests it outpaces Moore’s law [181]. Research in more efficient
machine learning using simpler models and less data is a crucial direction for the field if ML
methods are to continue improving at the rate they have and not become a technology exclusive
to large technology companies and organisations. Regardless of the future scalability, ML has
already enabled methods to obtain a high degree of generalisation and become robust to noise
and perturbations in input, thus paving the way for automation and improved techniques.

Many advances can be attributed to the push from large technology companies that have
explored and in many cases employed deep learning applications to tackle problems that are
important to their businesses. Examples include image and video classification for categorising
content (e.g. Google Photos), image segmentation for autonomous driving (e.g. Tesla Au-
topilot), natural language processing for text summarisation (e.g. OpenAI’s GPT-3 [21]) and
real-time language translation (e.g. Google Translate). There has also been an increasing inter-
est in fundamental research from the industry in areas of reinforcement learning for cognitive
reasoning, especially by DeepMind. Examples include the computationally solved unfolding
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of misfolded proteins, AlphaFold [89], the complex decision-making in playing games like
chess and Go or real-time strategy video games such as Star Craft 2 [189]. A recent example
also based on reinforcement learning is the learned magnetic control of tokamak plasmas in
fusion reactors [36]. For many of these problems, artificial intelligence (AI) solutions have
achieved super-human performance. Facial recognition has been found to be more accurate
[195] when using deep neural networks than an average human operator. As for the examples
of the cognitive challenge of playing games, AI implementations have been demonstrated to
best professionals. The remarkable aspect of these achievements is that they are entirely data
driven. No specific set of heuristics or rules have enabled the algorithmic approaches to have
the success they have had, nor is it simply due to the raw power of modern computational
resources. Brute force methods are simply not feasible for many of these problems. For some of
these strategy games, the combinatorics of the game mechanics lead to an exponential increase
in computational complexity as a function of turns or units of time. In these cases, rather than
building an algorithm that uses sophisticated logical rules, reinforcement learning is used to
”learn by doing”. For instance, AlphaGo [189] uses a system of two models that are playing
each other for many iterations until the models obtain the capability of high-level reasoning for
how to optimally play the game. There are two schools of thought regarding the fundamental
significance of this achievement and similar breakthroughs. On one hand, advocates argue
that these advancements are a clear step towards artificial general intelligence (AGI), while a
counterargument is that rather than actually being evidence of a deep understanding and, some
might say, intuition regarding cognitive problems, the models simply learn to do advanced
pattern recognition and provide output that is effectively maximum likelihood projections.
This rationale is commonly associated with the Chinese room argument [185] and somewhat
touches on the computational-representational understanding of mind (CRUM) hypothesis
[196]. However, the topic is of a more philosophical nature as is the case with question of how
to define intelligence, and for the purpose of this section, it is only noted that major advances
have been made in using AI to empower methods for signal processing, image generation and
solving cognitive problems.

The adoption of deep learning in the bioimaging community has been rapid. Many applica-
tions address computer vision problems such as automated image classification and improved
image processing – some examples are given in Section 2.4.1. In the larger field of biomedical
research, many diverse applications of ML have been published ranging from unsupervised
learning for clustering analysis of electrophysiological data with spike sorting [46], the afore-
mentioned AlphaFold using reinforcement learning and sequence-based deep learning for
prediction of protein-protein interactions [64].
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At the time of writing, the largest proportion of applications appear to rely on supervised
learning both for the general computer vision literature and for bioimaging specifically. The
areas of machine learning besides supervised learning, see Figure 2.4, remain relatively unex-
plored for microscopy. An exception for bioimaging is self-supervised learning for denoising
as described in Section 3.4. However, at the system and acquisition level, there are only a
few publications that propose ML approaches such as learned sensing with LED arrays for
ptychography [90, 223]. While the notion of a thinking microscope has been proposed concep-
tually [170], it seems to be an avenue of untapped potential. Given the advances in autonomous
driving and using AI for cognitive problems using reinforcement learning, it seems likely
that adaptiveness and automation can be achieved through similar technology and transform
the way that microscopes are used. It seems plausible that this could lead to automated and
accurate optimisation of all acquisition parameters during imaging, thereby enabling both high
throughput and long imaging sessions in a robust and versatile way. With that in mind, it is
probable that the greatest impact of AI on the field of microscopy is yet to be seen.

It is widely believed that reinforcement learning is the most likely pathway to AGI. If
the promise of reinforcement learning holds up, I would expect that it could also generate
significant impact on the analysis and signal processing side of microscopy and not only
with respect to hardware control and acquisition. In the short term, there is little doubt that
current ML approaches to e.g. denoising and SIM reconstruction will see many incremental
improvements as neural network architectures become more efficient and computational power
scales. Opponents of the idea that signal processing can be much further improved may argue
that there is only a certain amount of information available in a given image and state-of-the-art
methods are already close to utilising that information to the fullest, thus making any further
improvements speculative. In [130], Manton makes the distinction that a signal processing
method for SIM can be considered as either adding information or extracting information.
This distinction implies that adding information is questionable, essentially guesswork, and
if the resultant reconstruction output is not purely based on extracted information, then it is
speculative. While it is easy to agree that it is not a good idea to add false features to an image,
I do think Manton’s distinction is an oversimplification. Indeed, the ability for a method to
add information is deeply correlated with the task of extracting information. If a model were
trained very specifically on one sample type, it may be capable of extrapolating information
from a weak signal by leveraging previously seen data of similar samples. Then it becomes
clear that the model will be more robust and accurate with respect to extracting any parameters
for e.g. SIM reconstruction. One example is finding the peaks on the Fourier transform of
a raw SIM image. If an algorithm to find the peak is only based on thresholding, it would
be very prone to offsets due to noise. If on the other hand a model would have learned to
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recognise the general shape of the frequency transformed signal taking into account how optical
aberrations might perturb the signal, this model may end up with an improved estimate for
the peak localisation. Anything the model would do with these more accurately determined
parameters would indirectly be due to the fact that the model recognised parallels with previous
examples of the same type of sample, and the way the final image would be produced is by
adding this information from seemingly nowhere. Therefore, “adding” image features as per
Manton’s definition does not have to imply that the method is necessarily speculative because
the added features could in fact be more statistically accurate estimates. It is however important
to acknowledge that in this paradigm there is a conceivable risk of “adding” with the negative
connotation, i.e. a method introducing artefacts or “hallucinating” as sometimes used in the
literature.

It is also worth noting that the problem of hallucinations can be ameliorated to some extent.
Generative models may be optimised in ways that do not increase the likelihood of observed
data for instance with an adversarial loss. This means that the model may be free to introduce
image features that have a small probability of corresponding to the ground truth driven by
a very specific mechanism that enables this "creative freedom". It can lead to images with
a high perceptual quality, i.e. visually seeming highly convincing, but the image data is in
this case indeed guesswork. In the fully synthetic SIM section, we saw that a model trained
with MSE still can end up learning an inaccurate representation of reality if the training data
is not realistic, i.e. distortions in the general shape of objects due to the simplistic geometry
of the dead leaves model. But I would argue that this rather shows an inability to introduce
high-frequency information than it is a case of introducing unseen features.

An important challenge for the future of the deep learning field is scalability. At the current
rate, improvements will soon require infeasible amounts of data and model parameters. A
way out of this trend will be to focus on higher data efficiency as noted by Andrew Ng [153].
Learning from less data is possible by using transfer learning across modalities and domains
[209] and by using more general computational principles such those proposed in zero-shot,
single-shot and few-shot approaches e.g. gating modules [190] for deciding if a given sample
comes from an unseen class and generative modules to generate feature representations of
unseen classes [47]. Another avenue may be to incorporate more analytical modelling, whereby
knowledge of nature, laws of physics etc. could be guiding the model learning potentially
making huge datasets unnecessary. For this reason, I also believe hybrid approaches in which
modelling is used to facilitate simulation-supervised methods, akin to ML-SIM, will be valuable
in the future of the field. Hybrid approaches can also overcome some fundamental problems of
acquiring ground truth data, while allowing existing data to be more efficiently utilised when
coupled to a physical model that represents a fundamental understanding of the world.



Chapter 7

Conclusion

In this thesis, I have proposed and studied a set of image processing methods for computer
vision problems related to bioimaging by using deep learning. The common theme of these
methods is to make them work in regimes where classical methods are prone to fail. By
increasing robustness to noise, the fundamental trade-off of in optical microscopy between
image quality, imaging speed and imaging duration can be dealt with more favourably.

Below, I summarise these methods and the respective findings in using them. In addition
to the proposed methods outlined below, I have built and tested denoising models using the
Noise2void training strategy with CNN architectures. These models have served multiple
different use cases, namely as a preprocessing step to kymograph analysis and calcium imaging
in optical microscopy; cryogenic electron tomography; and photometry in astronomy. Based
on these tests, I have found that quantitative analysis can often benefit from denoising when
performed as a preprocessing step, and the self-supervised Noise2void training strategy can
provide high denoising performance in the absence of ground truth.

Firstly, a supervised denoising method was implemented, which was trained by generating
training data with synthetic noise sources that matches experimental data. A benchmarking
histology dataset acquired using bright-field microscopy, PCam [199], was used as ground truth
data and the inputs were then synthesised. The performance of the trained model was used to
get an indication of the potential gains of applying deep learning to fluorescence microscopy.
Despite the difference in modality, a direct application of the trained model to experimental
fluorescence microscopy data was attempted. While the cross-modality performance of the
denoiser was not at a level where it would be useful for general application, the transfer learning
aspect of this training and inference approach showed promise.

A set of segmentation models for processing images of the endoplasmic reticulum (ER) have
been proposed. Supervised learning was used for all of them and different training strategies
were explored. As a first iteration, a model was trained using training data produced by applying
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intensity thresholding to images with high signal-to-noise ratio (SNR). This provided consistent
ground truth data which could then be transformed with an image degradation model to give
inputs. This degradation process consists of a non-uniform brightness modulation and the
introduction of significant levels of noise modelled as both Gaussian and Poisson noise. The
resulting method was found to qualitatively outperform the ImageJ plugin Weka when evaluated
across multiple acquisitions of the same sample, which indicates that the neural network has
a superior ability to generalise than the simpler models in Weka based on random forests by
default. To push the model towards cleaner segmentation maps, a supervised segmentation
model was built using experimentally acquired training inputs and manually annotated targets.
This provided a consistent and generalised model used in the publication [127]. As a further
improvement, the segmentation model was made capable of utilising temporal information by
using a transformer network with an architecture that supports spatio-temporal connections
in the input. This has provided a method that yields higher quality segmentation maps for
temporal inputs and the work is published in [126].

Arguably, the most significant scientific contribution of this thesis is the machine learning-
based reconstruction method for structured illumination microscopy (SIM), ML-SIM. The
method relies on a simulation-supervised training strategy, in which the image formation
in SIM is modelled, thus providing ideal ground truths. An important finding is that if the
training data is diverse and the simulated optical parameters are similar to those used in a
real system, a neural network can be trained purely on synthesised data but still performs
well on experimentally acquired data. This allows the method to address any configuration
of SIM and to account for any relevant aberration provided that the image formation process
can be forward modelled. The method was published in [30] and demonstrated high-quality
reconstruction results across two fundamentally different SIM systems with the same trained
model. The richness of the source image dataset was also found to be of importance. As seen in
this thesis, well-performing models were obtained when trained on the image dataset DIV2K,
which features several hundreds diverse, high-resolution photographs of various objects and
organisms. However, when fully synthesised image data was used for training by using the
simplistic dead leaves model, the reconstruction outputs suffered in quality with clear artefacts
emerging.

An important aspect that the first ML-SIM model did not account for was motion. Since
SIM is often used for live-cell imaging, a sequence of the commonly used 9 frames for SIM
can easily exhibit a significant level of motion. As a remedy, an extended version of ML-
SIM has been proposed, which uses ideas from the problem video super-resolution (VSR) in
the computer vision literature. This extended method, VSR-SIM, has a vision transformer
architecture and is trained by modelling SIM image formation on sampled video data enabling
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the learning of spatio-temporal frame alignment. This makes consistent reconstruction output
obtainable in a range of motion regimes from completely still to highly dynamic image stacks.

Future avenues of work that would be of interest include self-supervised training strategies
and reinforcement learning for segmentation and SIM reconstruction. Given the performance
of the self-supervised denoising models as reported in this thesis, this seems to be a promising
direction for other problems in image reconstruction for bioimaging. Another important direc-
tion to explore is the incorporation of 3D spatial information, (x,y,z), in the proposed methods
for denoising, segmentation and SIM reconstruction. The models used for segmentation and
SIM reconstruction in this thesis have been shown to be extendable to 3D spatio-temporal data
(x,y, t) and clearly benefit from the inclusion of the temporal dimension. The axial dimension
may present similar improvements due to the correlated depth information, and enabling 3D
SIM reconstruction output with an approach based on ML-SIM and VSR-SIM could provide
an important tool for biomedical research.
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Appendix A

Supplementary information for ERnet

A.1 Processing pipeline for ERnet

The entire pipeline for the method that relies on ERnet for segmentation and graph processing
for quantitative analysis is illustrated on Figure A.1. Super-resolution microscopy images are
reconstructed with ML-SIM, denoised with a non-local denoiser, ND-SAFIR, after which the
machine learning method presented in this paper, ERnet, is applied to provide segmented images
of the endoplasmic reticulum (ER) tubular and sheet structures. The segmented images can then
be further analysed by converting the segmentation maps into graph representations providing
several graph metrics which along with image statistics derived from the segmentation map
gives unique insight into the characteristics of the ER.
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Figure A.1: Pipeline for the processing and quantitative extraction of morphology and shape dynamic
metrics.
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Supplementary information for ML-SIM
& VSR-SIM

B.1 ML-SIM

B.1.1 ML-SIM desktop program

An easy to install and use desktop application for Windows, macOS and Linux has been
developed for ML-SIM and is available at GitHub, https://github.com/charlesnchr/ML-SIM,
and figshare [30]. The program allows one to batch process a set of directories including
subdirectories that contain TIFF stacks, in addition to customising and selecting the model used
for reconstruction. The program is based on NodeJS and Python, using Pytorch as the deep
learning framework underneath. Required dependencies are downloaded automatically. GPU
acceleration is available with CUDA-compatible Nvidia GPUs. The program includes a plugin
for µManager that can be activated to enable a real-time live-view of ML-SIM reconstructed
output with a frame rate over 5 FPS on a medium-tier PC with a recent GPU. See Figure B.1
for a screenshot.

https://github.com/charlesnchr/ML-SIM
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Figure B.1: Interface of ML-SIM desktop program with two open folders. Batch processing is possible
by selecting multiple or all images in the view, and the specific ML-SIM model used can be changed
from a drop-down menu.
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B.1.2 Performance assessment on test image set

Test on two different image sets, DIV2K and Kodak 24. The sets consist of 10 and 24 images,
respectively, all of which are distinct from the original images used for the training data.

DIV2K Test Set Kodak 24 Set
PSNR [dB] SSIM PSNR [dB] SSIM

Wide-field 25.31 0.84 24.05 0.85
CC-SIM 25.37 0.89 24.61 0.86
FairSIM 25.34 0.86 25.32 0.86
OpenSIM 28.46 0.91 27.36 0.92
ML-SIM 30.30 0.95 30.22 0.96

Table B.1: Test scores on simulated raw SIM data generated from image sets DIV2K and Kodak 24 for
commonly used reconstruction methods and for ML-SIM.

B.1.3 Residual neural network architecture of ML-SIM

The model used in ML-SIM is a deep residual neural network which is largely based on the
ResNet architecture and the extensions to single image super-resolution with EDSR and RCAN.
A diagram is shown in Figure B.2.

Conv Block Block Conv Decoding
SIM

stack
input

Reconstruction
output

Conv Relu Conv

 

+

Upsample Conv

Example block (EDSR)
Upsampling module

+

Figure B.2: The architecture of ML-SIM is inspired by state-of-the-art single image super-resolution
architectures. Here the architecture of EDSR is shown, but the same structure applies to RCAN only
with a more complex block called a channel attention block. ML-SIM has a RCAN architecture without
an upsampling module and with a larger input layer that handles 9 frames.
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B.1.4 Structured illumination microscopy methodology

Figure B.3: SIM methodology visualised in frequency space. (A) Raw image captured during SIM.
Scale bar is 5 µm. (B) 2D Fourier transform of A. The resolution limit can be visualised as a cutoff
frequency kd beyond which no spatial frequency information from the sample is collected. The frequency
components of the striped illumination pattern are visible as bright peaks close to the cutoff frequency.
(C) The frequency components of the excitation pattern, k0, are chosen to be as close to the diffraction
limit as possible, to maximise resolution increase. The interference of the patterned illumination with
the sample pattern means the observed region of frequency space now contains frequency components
from outside the supported region, shifted by ±k0. (D) By shifting the phase of the pattern, the regions
of frequency space can be isolated and moved to the correct location in frequency space. The maximum
spatial frequency recovered is now kd + k0.
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B.1.5 Poisson noise for data generation

By default the ML-SIM model uses Gaussian noise source for data generation. The underlying
Gaussian distribution is randomised from image to image to make the model more generalised.
In microscopy, however, Poisson noise is often the predominant noise source [93]. I tested
whether the performance of ML-SIM is significantly affected by the noise model used to
generate the test data and performed reconstructions of images corrupted by Poisson noise. The
results are shown in Figure B.4 below. I have not found a strong sensitivity on the type of noise
source used for data generation and other factors, such as blur caused by the PSF, out-of-focus
light and errors in the SIM illumination pattern, (i.e. errors in phase shifts or stripe orientations)
were found to have a more significant effect. On the other hand, high levels of synthetic noise
used for data generation may be detrimental to the final performance of the model.

Figure B.4: Model output obtained when using either Gaussian noise and Poisson noise in training data.
(Top) Examples of the noise models applied to a clean RGB image. (Center) Training data sample when
the same noise distributions are used in the data generation pipeline that simulates SIM image formation.
(Bottom) Resulting reconstruction output when models are trained on simulated SIM data using the
respective noise distributions.
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B.1.6 Influence of SIM stack size

Almost all the reconstruction outputs presented in Section 5.1 are based on a ML-SIM model
trained to work on a SIM configuration with illumination patterns consisting of three orien-
tations and three phase shifts, a 3× 3 configuration. However, the ML-SIM pipeline fully
supports any configuration of SIM, and the usual benefits of using larger SIM stacks also apply
here. One benefit is noise robustness and consequently an improved reconstruction quality,
but at the risk of photodamage to the sample and lower imaging speed. The improvement
in reconstruction quality when used on simulated test images is shown in Figure B.5, where
models for 3×3 (default), 3×5 and 5×5 SIM configurations are compared. The mean value
of the respective structural similarity index measures is obtained by averaging over a total of
1000 test images that have been reconstructed with each method. Each test image exists in
three versions according to the different SIM configurations, but the underlying point spread
function, as well as the noise and error characteristics, is similar.
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Figure B.5: Average SSIM score for three different ML-SIM models, each with distinct SIM configura-
tions based on the number of illumination stripe orientations, Nθ , and the number of phase shifts, Nφ ,
when tested on 1000 test images with similar noise levels. The error bars indicate the standard error of
the mean.
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B.1.7 Modulation depth, frequency, phase errors and orientation angles

As described in Section 2.2, the illumination stripe patterns are calculated from their spatial
frequency k0 and a phase φ ,

Iθ ,φ (x,y) = I0

[
1− m

2
cos(2π(kx · x+ ky · y)+φ)

]
, (B.1)

where [kx,ky] = [k0 cosθ ,k0 sinθ ] for a pattern orientation θ and m is the modulation depth.
The training data for training ML-SIM is generated with randomised values for k0 and m
by sampling uniformly from the intervals k0 ∈ [0.22,0.28] cycles/px (cycles per pixel) and
m ∈ [0.65,0.95], respectively. In a standard SIM implementation a number of illumination
phase shifts, φ , are used at each orientation according to an evenly spaced interval. For a typical
configuration of three orientations and three phase shifts (3×3), the phase shift values might
therefore be 0, 1

3 ×2π and 2
3 ×2π .

Figure B.6: Performance of ML-SIM models trained with fixed orientation ordering (orientation
dependent), low level of phase shift errors (low error tolerance) and high level of phase shift errors (high
error tolerance – this is the default ML-SIM model). Example reconstruction outputs of the respective
models.

Depending on the nature of the SIM instrumentation that produces the illumination patterns,
these phase shifts will be offset by some error, and furthermore, they may not be highly
consistent from image stack to image stack. Thus, it is of high importance to include an
approximation of phase errors in the training data generation for ML-SIM to obtain a model
that is robust to such errors. In the most extreme case, the phase shifts could be completely
random with no constraint as to whether the values are too similar or not sufficiently spaced
across the 2π period. This is how the default ML-SIM model presented in Section 5.1 has been
trained with the aim of improving the generality of the model. This is referred to as a model
with high (phase) error tolerance. A corresponding model with everything kept the same but
with consistent phase steps, i.e. each phase only deviating from its ideal value by a few percent,
is referred to as a model with low error tolerance.
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Figure B.7: Mean reconstruction qualities of respective models when averaged over 100 test images
that contain a high level of phase shift errors and random orientation orderings. The error bars indicate
the standard error of the computed means.

Another parameter that will vary across distinctive, real SIM systems is the order of the
illumination stripe orientations. The 9 frames in a 3×3 SIM stack might be ordered according
to orientation angles of 0◦, 0◦, 0◦, 120◦, 120◦, 120◦, 240◦, 240◦, 240◦ from the first axis, e.g.
the x-axis of the image frame. However, there is no standard across different systems, so the
order of the frames could equally correspond to orientation angles of 240◦, 240◦, 240◦, 0◦, 0◦,
0◦, 120◦, 120◦, 120◦. In addition to this, there are also offsets and errors in the actual angles.
To make ML-SIM able to work well despite uncertainty about the particular ordering, and
in the presence of errors and other offsets to the orientations, the simulated SIM images in
the training data consist of all the permutations by using randomisation. A model that is not
trained with these different permutations becomes orientation dependent – i.e. if the ordering
of orientations is fixed in all of the training data samples.

The above-mentioned ML-SIM models have been tested on actual SIM images acquired
experimentally and a simulated test dataset of 100 images with a high presence of phase errors
and random orientation ordering. An example of reconstruction outputs of a SIM image of
beads on Microscope 2, as defined in Section 5.1, in addition to the mean structural similarity
index measures across the simulated test image set are shown on Figure B.6. The output from
the two models with low and high error tolerance appear similar on experimental data, and only
significantly differ when testing on the simulated images that are known to have a high level of
phase shift errors. The model that is orientation-dependent appears to lose both resolution and
contrast when testing on experimentally acquired SIM images, as indicated in the example on
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Figure B.6, but performs at a similar quality as the model with low error tolerance on the test
images with high phase shift errors.
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B.1.8 Inspection of frequency support

The resolution improvement provided by ML-SIM can also be visualised in frequency space
as an extension of the spatial frequency passband (i.e. high spatial frequencies in the Fourier
transform of the reconstructions). Figure B.8 shows a comparison of reconstruction techniques
in frequency space, and Figure B.9 shows a plot of the normalised intensity in frequency space.
The raw data was acquired by imaging microtubules labelled with Alexa-647 on the spatial
light modulator based SIM microscope with a 647 nm excitation laser and a 1.2 numerical
aperture water immersion objective.

Figure B.8: Fourier Spectrum Analysis (FSA) of SIM reconstruction methods. A: raw striped-pattern
SIM frame from microscope. B: FairSIM reconstruction. C: ML-SIM reconstruction. D, E, and F:
log Fourier transforms of A, B, and C respectively. Stripe patterns appear on D as peaks in frequency
space. The graph depicts the normalised intensity of the log Fourier transform as a function of spatial
frequency. Orange line: wide-field; gray line: FairSIM; blue line: ML-SIM. Both ML-SIM and FairSIM
have extended the range of frequencies supported, indicating high-resolution information is present in
the reconstruction. FSA was performed for a reconstruction of SIM data acquired on microscope 1 of
microtubules labelled with Alexa-647.
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Figure B.9: Normalised intensity of the log Fourier transform as a function of spatial frequency. Orange
line: wide-field; gray line: FairSIM; blue line: ML-SIM. Both ML-SIM and FairSIM have extended the
range of frequencies supported, indicating high-resolution information is present in the reconstruction.
Note that the cut-off frequency for the wide-field is lower than that predicted from the Abbe limit as
spherical aberrations inevitably degrade frequency support.
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B.1.9 Training ML-SIM with ideal SIM targets

The standard ML-SIM model used throughout the paper is trained with clean and unmodified
images as targets in a supervised learning approach. However, the targets could instead have
been limited to the resolution corresponding to the theoretical optimum of standard SIM
reconstruction, i.e a resolution increase of a factor of 2 over a wide-field image. This is enabled
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Figure B.10: Two ML-SIM models are compared with FairSIM: one trained with ground truth (GT)
images as targets, and another trained with simulated ideal SIM reconstructions as targets. (Top) Sample
training image illustrating the two types of targets. (Centre) Full field-of-view ER image and line profiles
are used to compare the intensity along the displayed red line for the different reconstruction outputs.
(Bottom) Cropped regions are displayed, showing the reconstruction outputs corresponding to the area
enclosed by the yellow rectangle.
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by gaining the frequency support of a modified optical transfer function (OTF) with twice the
radius over the wide-field equivalent OTF. A more conservative model could be obtained in this
way at the expense of resolution. This is illustrated on Figure B.10, where an ML-SIM model
trained in such a way (ML-SIM 2x OTF) provides reconstruction output of lower resolution
than the default ML-SIM model (ML-SIM GT). While other studies on applying deep learning
to microscopy have reported on content-aware approaches [202, 207], ML-SIM is trained
with its diverse training data to avoid sample-specific models, thus in principle preventing
resolutions in reconstructions that exceed the theoretical SIM optimum. Yet, basic features such
as simple curves, lines, edges and corners are arguably similar between natural objects across
different length scales. Imposing this resolution constraint during training may thus cause the
reconstruction quality to suffer as indicated by the corresponding line profile in Figure B.10.
The full width at half maximum of the peaks of the tubular profiles is found to be approximately
120 nm for ML-SIM GT and FairSIM, 180 nm for the constrained ML-SIM GT model and 230
nm for the wide-field projection.
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B.1.10 Applying ML-SIM to TIRF-SIM data
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Figure B.11: Resolution improvement when reconstructing a TIRF-SIM image of tubulin from the
official FairSIM repository. ML-SIM reconstruction output is compared with a wide-field projected
image and FairSIM. (Top) Full field-of-view reconstructed TIRF-SIM image and line profiles comparing
the intensity along the displayed red line for the different reconstruction outputs. (Bottom) Cropped
regions of the reconstruction outputs corresponding to the area enclosed by the yellow rectangle.

ML-SIM is also tested on a third SIM system which is distinct from Microscopes 1 and
2 described in Section 5.1 in that it uses total internal reflection fluorescence structured
illumination microscopy (TIRF-SIM) and produces raw SIM images at a resolution of 256×256
pixels per frame, while ML-SIM is trained for images with 512×512 pixels per frame. Rather
than training a separate model specifically for this system, the TIRF-SIM data is reconstructed
with the same ML-SIM model used throughout Section 5.1 to further demonstrate its generality.
The TIRF-SIM image used here is a test image of tubulin from the open-source FairSIM
repository [146]. Reconstruction output and line profiles from the respective methods across
the tubulin structures are shown on Figure B.11.
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B.2 VSR-SIM

B.2.1 Implementation of VSR-SIM

The source code for the implementation of VSR-SIM has been made available on GitHub at
https://github.com/charlesnchr/VSR-SIM. The source code is structured as follows:

• Video dataset sampling. Powershell script:
scripts/sample_documentary_videos.ps1.

• Image formation model. Python code:
scripts/im_form_model/SIMulator.py.

• Data generation script:
scripts/datagen_pipeline.py.

• Model architecture based on Pytorch:
basicsr/archs/vsr-sim_arch.py.

• Training code:
basicsr/train.py.

• Inference code for testing:
inference/inference_options.py.

• RBPN code base based on official implementation:
RBPN-PyTorch

The documentation is in the file README.md, which contains snippets of code to perform
data generation, training and inference, respectively.

B.2.2 Test sets

To test on image sequences that do not exhibit motion, the DIV2K image dataset [2] is used.
The images are stills, and therefore when used with the SIM image formation model, the
synthetic SIM stacks correspond to sequences of static objects. For the Moderate test set used
in Section 5.3, I use a subset of 50 unique sequences from the 100,000 sequences of the BBC
dataset reserved for testing.

I also use 10 videos from the REDS validation dataset [149] to test with samples in which
the entire field-of-view is translated from frame to frame in addition to the arbitrary motion
of objects as with the Moderate test set. The videos in the REDS dataset are recorded with a

https://github.com/charlesnchr/VSR-SIM
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Figure B.12: To exaggerate the effect of motion during SIM reconstruction, the REDS [149] dataset is
used with frame skipping. SIM reconstruction is seen to still work and not produce motion artefacts, yet
the performance gain over a single image SR baseline becomes small as also suggested in Table 5.3.

handheld device that is subject to significant movement itself. This dataset constitutes a more
difficult test set when fed into the image formation model that simulates the SIM imaging
process. For the test set referred to as Fast in Section 5.3, I have sampled the 9 first frames in
each video and use these to form a single SIM image sequence for each respective video. The
Extreme test set is generated from the first 17 frames, where every other frame has been skipped
to provide 9 frames with double the temporal spacing from frame to frame. An example output
of VSR-SIM when evaluated on a sample from the Extreme test set is shown on Figure B.12.

B.2.3 Parameters for image formation model

The following image formation model and its implementation is inspired by the one used for
ML-SIM in Section 5.1.

As described in Section 5.3.3, the illumination stripe patterns are calculated from their
spatial frequency k0 and a phase φ ,

Iθ ,φ (x,y) = I0

[
1− m

2
cos(2π(kxx+ kyy)+φ)

]
, (B.2)

where [kx,ky] = [k0 cosθ ,k0 sinθ ] for a pattern orientation θ and m is the modulation depth.
The training data for VSR-SIM is generated with randomised values for k0 and m by sampling
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uniformly from the intervals k0 ∈ [0.22,0.28] cycles/px and m ∈ [0.65,0.95], respectively. In a
standard SIM implementation, a number of illumination phases, φ , are used at each orientation
according to an evenly spaced interval. For a typical configuration of three orientations and
three phase shifts (3×3), the phase shift values might therefore be 0, 1

3 ×2π and 2
3 ×2π .

Depending on the SIM instrumentation that produces the illumination patterns, these phase
shifts will be offset by some error, and furthermore, they may not be highly consistent from
one image stack to another. Thus, it is important to include an approximation of phase errors
in the training data generation for VSR-SIM to obtain a model that is robust to these errors.
In the most extreme case, the phase shifts could be completely random with no constraint as
to whether the values are too similar or not sufficiently spaced across the 2π period. This is
how the default VSR-SIM model presented in Section 5.3 has been trained with the aim of
improving the generality of the model.

Another parameter that will vary across distinctive, real SIM systems is the order of the
illumination stripe orientations. The 9 frames in a 3×3 SIM stack could be ordered according
to orientation angles of 0◦, 0◦, 0◦, 120◦, 120◦, 120◦, 240◦, 240◦, 240◦ from the first axis, e.g.
the x-axis of the image frame. However, there is no standard across different systems, so the
order of the frames could equally correspond to orientation angles of 240◦, 240◦, 240◦, 0◦, 0◦,
0◦, 120◦, 120◦, 120◦. In addition to this there are also offsets and errors in the actual angles.
To make VSR-SIM capable of reconstructing frames according to the rolling SIM imaging
scheme, and in the presence of errors and other offsets to the orientations, the simulated SIM
images in the training data consist of all the permutations by using randomisation.

B.2.4 Image and video super-resolution methods

Multiple state-of-the-art architectures were adapted for the SIM reconstruction problem. Using
the Medium test set, see Table 5.1, I compare the performance of four architectures with the
proposed architecture shown in Figure 5.25. The fully convolutional RCAN [227] is included
as a CNN baseline, while the other methods are more recent and use either optical flow or
multi-head attention. The results are shown in Table B.2 indicating that the combination of
channel attention and multi-head attention is advantageous, which is further explored in the
ablation study of Section 5.3.5.

B.2.5 Hyperparameters for tested models

For the comparison with state-of-the-art models in e.g. Table 5.4 the following models were
used: RCAN, SwinIR, Video Swin and RBPN. Below I provide hyperparameters that were used
for each of them and the reference implementations. Paths for files specifying the parameters
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From non-SIM input From SIM input
TargetFull field-of-view

Figure B.13: Single image SR (SISR) and video SR (VSR) baselines compared with SIM stack
reconstruction using RBPN (based on optical flow) and VSR-SIM (ours). The displayed metrics are peak
signal-to-noise ratio (PSNR). The centre frame corresponds to the time point for which SR is desired,
and this is used solely as input for the SISR model without illumination patterns. Overlaying the frames
of the image sequence reveals that significant translation occurs. The sequence without illumination
patterns is used as input for the VSR model. The stack with patterns is used as input for RBPN and
VSR-SIM, and the wide-field projection is the average across this stack.

Adapted architecture Score (PSNR)
RCAN [227] 29.06
RBPN [63] 29.25
SwinIR [113] 29.48
Video Swin [122] 29.10
VSR-SIM (ours) 30.15

Table B.2: Test scores on the Medium test set for various architectures that have been adapted for
performing video super-resolution of SIM sequences.

are given for those models that have been integrated in the main codebase. These files have the
path prefix basicsr/options/.. in the supplementary code.

• RBPN [63]
Option file: RCAN/RCAN.yml
Reference implementation: RBPN GitHub.
https://github.com/alterzero/RBPN-PyTorch
No. channels in: 9
No. channels out: 1
No. of initial feature channels: 256
No. of deep feature channels: 64

https://github.com/alterzero/RBPN-PyTorch
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No. of stages: 3
No. of residual blocks: 5

• RCAN [227]
Option file: RCAN/RCAN.yml
Reference implementation: BasicSR [203].
https://github.com/xinntao/BasicSR
No. channels in: 9
No. channels out: 1
No. of feature channels: 64
No. of residual groups: 10
No. of residual blocks: 20
Squeeze factor: 16
Residual scale: 1

• SwinIR [113]
Option file: SwinIR/SwinIR.yml
Reference implementation: SwinIR GitHub
https://github.com/JingyunLiang/SwinIR
No. channels in: 9
No. channels out: 1
Window size: 8
No. of Swin transformer layers: 6
Depths of Swin transformer layers: (6, 6, 6, 6, 6, 6)
Embedding size: 180
Attention head number: (6, 6, 6, 6, 6, 6)

• Video Swin [122]
Option file: VideoSwin/VideoSwin.yml
Reference implementation: Video Swin GitHub
https://github.com/SwinTransformer/Video-Swin-Transformer
No. channels in: 1
No. channels out: 1
Patch size: (3,4,4)
Window size: (2, 7, 7)
MLP ratio: 4
No. of Swin transformer layers: 4
Depths of Swin transformer layers: (2, 2, 6, 2)

https://github.com/xinntao/BasicSR
https://github.com/JingyunLiang/SwinIR
https://github.com/SwinTransformer/Video-Swin-Transformer
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Embedding dimension: 96
Attention head number: (3, 6, 12, 24)

• VSR-SIM
Option file: VSR-SIM/VSR-SIM.yml
Implementation: basicsr/../vsr-sim_arch.py
No. channels in: 1
No. channels out: 1
Patch size: (3,4,4)
Window size: (2, 8, 8)
MLP ratio: 2
No. of Swin transformer layers: 5
Depths of Swin transformer layers: (6, 6, 6, 6, 6)
Embedding dimension: 192
Attention head number: (8, 8, 8, 8 ,8)
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